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## Paper's abstract

LDA: generative probabilistic model for collections of discrete data (text corpora).

LDA: 3-level hierarchical Bayesian model, in which each item of a collection is modeled as a finite mixture over an underlying set of topics.

Topics: modeled as infinite mixtures over underlying sets of topic probabilities.

In the context of text modeling, the topic probabilities provide an explicit representation of a document.

## Notation and terminology

A word is the basic unit of discrete data, defined to be an item from a vocabulary indexed by $\{1, \ldots, V\}$.

A document is a sequence of $N$ words denoted by $\omega=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$, where $w_{n}$ is the $n$th word in the sequence

A corpus is a collection of $M$ documents denoted by $D=\left\{\omega_{1}, \ldots, \omega_{N}\right\}$

## Latent Dirichlet allocation

LDA is a generative probabilistic model of a corpus.
Documents are represented as random mixtures over latent topics.
LDA assumes the following generative process for document $\omega$ in a corpus $D$ :

1. Choose $N \sim \operatorname{Poisson}(\xi)$.
2. Choose $\theta \sim \operatorname{Dirichlet}(\alpha)$.
3. For each of the $N$ words $w_{n}$ :
3.1 Choose a topic $z_{n} \sim \operatorname{Multinomial}(\theta)$.
3.2 Choose a word $w_{n}$ from $p\left(w_{n} \mid z_{n}, \beta\right)$.

Simplifying assumptions:

- The dimensionality $k$ of the Dirichlet distribution is known and fixed.
- The word probabilities are parameterized by $\beta$ :

$$
\beta_{i j}=\operatorname{Pr}\left(w^{j}=1 \mid z^{i}=1\right)
$$

## Probabilistic topic models ${ }^{2}$

Figure 1. The intuitions behind latent Dirichlet allocation. We assume that some number of "topics," which are distributions over words, exist for the whole collection (far left). Each document is assumed to be generated as follows. First choose a distribution over the topics (the histogram at right); then, for each word, choose a topic assignment (the colored coins) and choose the word from the corresponding topic. The topics and topic assignments in this figure are illustrative-they are not fit from real data. See Figure $\mathbf{2}$ for topics fit from data.
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## Probabilistic topic models

Figure 2. Real inference with LDA. We fit a 100-topic LDA model to 17,000 articles from the journal Science. At left are the inferred topic proportions for the example article in Figure 1. At right are the top 15 most frequent words from the most frequent topics found in this article.


## Likelihood

A $k$-dimensional Dirichlet random variable $\theta$ can take values in the ( $k-1$ )-simplex, and has the following probability density on this simplex:

$$
p(\theta \mid \alpha)=\frac{\Gamma\left(\sum_{i=1}^{k} \alpha_{i}\right)}{\prod_{i=1}^{k} \Gamma\left(\alpha_{i}\right)} \theta_{1}^{\alpha_{1}-1} \cdots \theta_{k}^{\alpha_{k}-1}
$$

Given the parameters $\alpha$ and $\beta$, the joint distribution of a topic mixture $\theta$, a set of $N$ topics $z$, and a set of $N$ words $w$ is given by:

$$
p(\theta, z, \omega \mid \alpha, \beta)=p(\theta \mid \alpha) \prod_{n=1}^{N} p\left(z_{n} \mid \theta\right) p\left(w_{n} \mid z_{n}, \beta\right),
$$

## Marginal distribution of a document

Integrating over $(\theta, z)$, we obtain the marginal distribution of a document:

$$
p(\omega \mid \alpha, \beta)=\int p(\theta \mid \alpha)\left(\prod_{n=1}^{N} \sum_{z_{n}} p\left(z_{n} \mid \theta\right) p\left(w_{n} \mid z_{n}, \beta\right)\right) d \theta
$$

The probability of a corpus is then:

$$
p(D \mid \alpha, \beta)=\prod_{d=1}^{M} \int p\left(\theta_{d} \mid \alpha\right)\left(\prod_{n=1}^{N_{d}} \sum_{z_{d n}} p\left(z_{d n} \mid \theta_{d}\right) p\left(w_{d n} \mid z_{d n}, \beta\right)\right) d \theta_{d} .
$$



Figure 1: Graphical model representation of LDA. The boxes are "plates" representing replicates. The outer plate represents documents, while the inner plate represents the repeated choice of topics and words within a document.

## Three levels in the LDA representation



Figure 1: Graphical model representation of LDA. The boxes are "plates" representing replicates. The outer plate represents documents, while the inner plate represents the repeated choice of topics and words within a document.

Corpus-level:
The parameters $\alpha$ and $\beta$ are corpus-level parameters, assumed to be sampled once in the process of generating a corpus.

Document-level:
The variables $\theta_{d}$ are document-level variables, sampled once per document.
Word-level:
Finally, the variables $z_{d n}$ and $w_{d n}$ are word-level variables and are sampled once for each word in each document.

## Other latent variable models

## Unigram model:

The words of every document are drawn independently from a single multinomial distribution:

$$
p(\omega)=\prod_{n=1}^{N} p\left(w_{n}\right)
$$

Mixture of unigrams:
Each document is generated by first choosing a topic z and then generating N words independently from the conditional multinomial $p(w \mid z)$ :

$$
p(\omega)=\sum_{z} p(z) \prod_{n=1}^{N} p\left(w_{n} \mid z\right)
$$

Probabilistic latent semantic indexing (pLSI):
Attempts to relax the simplifying assumption made in the mixture of unigrams model that each document is generated from only one topic.

$$
p\left(d, w_{n}\right)=p(d) \sum_{z} p\left(w_{n} \mid z\right) p(z \mid d)
$$

## Topic models



Figure 1: Graphical model representation of LDA. The boxes are "plates" representing replicates. The outer plate represents documents, while the inner plate represents the repeated choice of topics and words within a document.
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## Inference

The key inferential problem that we need to solve in order to use LDA is that of computing the posterior distribution of the hidden variables given a document:

$$
p(\theta, z \mid \omega, \alpha, \beta)=\frac{p(\theta, z, \omega \mid \alpha, \beta)}{p(\omega \mid \alpha, \beta)}
$$

with

$$
p(\omega \mid \alpha, \beta)=\frac{\Gamma\left(\sum_{i=1}^{k} \alpha_{i}\right)}{\prod_{i=1}^{k} \Gamma\left(\alpha_{i}\right)} \int\left(\prod_{i=1}^{k} \theta_{i}^{\alpha_{i}-1}\right)\left(\prod_{n=1}^{N} \sum_{i=1}^{k} \prod_{j=1}^{v}\left(\theta_{i} \beta_{i j}\right)^{w_{n}^{j}}\right) d \theta
$$

a function which is intractable due to the coupling between $\theta$ and $\beta$ in the summation over latent topics.

Although the posterior distribution is intractable for exact inference, a wide variety of approximate inference algorithms can be considered for LDA, including Laplace approximation, variational approximation, and MCMC (Jordan, 1999) ${ }^{3}$.
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## Example

16,000 documents from a subset of the TREC AP corpus (Harman, 1992) ${ }^{4}$. They fit a 100 -topic LDA model. The top words from some of the resulting multinomial distributions $p(w \mid z)$ are illustrated in Figure 8 (top).

| "Arts" | "Budgets" | "Children" | "Education" |
| :--- | :--- | :--- | :--- |
| NEW | MILLION | CHILDREN | SCHOOL |
| FILM | TAX | WOMEN | STUDENTS |
| SHOW | PROGRAM | PEOPLE | SCHOOLS |
| MUSIC | BUDGET | CHILD | EDUCATION |
| MOVIE | BLLION | YEARS | TEACHERS |
| PLAY | FEDERAL | FAMILIES | HIGH |
| MUSICAL | YEAR | WORK | PUBLIC |
| BEST | SPENDING | PARENTS | TEACHER |
| ACTOR | NEW | SAYS | BENNETT |
| FIRST | STATE | FAMILY | MANIGAT |
| YORK | PLAN | WELFARE | NAMPHY |
| OPERA | MONEY | MEN | STATE |
| THEATER | PROGRAMS | PERCENT | PRESIDENT |
| ACTRESS | GOVERNMENT | CARE | ELEMENTARY |
| LOVE | CONGRESS | LIFE | HAITI |

> The William Randolph Hearst Foundation will give $\$ 1.25$ million to Lincoln Center, Metropolitan Opera Co., New York Philharmonic and Juilliard School. "Our board felt that we had a real opportunity to make a mark on the future of the performing arts with these grants an act every bit as important as our traditional areas of support in health, medical rescarch, education and the social services," Hearst Foundation President Randolph. A. Hearst said Monday in announcing the grants, Lincoln Center's share will be $\$ 200,000$ for its new building, which will house young artists and provide new public facilities. The Metropolitan Opera Co. and New York Philharmonic will receive $\$ 400,000$ each. The Juilliard School, where music and the performing arts are taught, will get $\$ 250,000$. The Hearst Foundation, a leading supporter of the Lincoln Center Consolidated Corporate Fund, will make its usual annual $\$ 100,000$ donation, too.

Figure 8: An example article from the AP corpus. Each color codes a different factor from which the word is putatively generated.

Bottom Fig 8: document from TREC AP corpus not used for parameter estimation.
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## Perplexity

The perplexity is monotonically decreasing in the likelihood of the test data, and is algebraically equivalent to the inverse of the geometric mean per-word likelihood. More formally, for a test set of $M$ documents, the perplexity is:

$$
\operatorname{perplexity}\left(D_{\text {test }}\right)=\exp \left\{-\frac{\sum_{d=1}^{M} \log p\left(\omega_{d}\right)}{\sum_{d=1}^{M} N_{d}}\right\}
$$

A lower perplexity score indicates better generalization performance.
TREC AP corpus with 16,333 newswire articles with 23,075 unique terms. $90 \%$ for training and $10 \%$ for testing.
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