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Using classification trees as a modeling structure

Bagging: Averaging trees

Random Forests: Cleverer averaging of trees

Boosting: Cleverest averaging of trees

Methods for improving the performance of weak learners such as Trees.

Classification trees are adaptive and robust, but do not generalize well.

The techniques discussed here enhance their performance considerably.
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Properties of trees

3 Can handle huge datasets

3 Can handle mixed predictors?quantitative and qualitative

3 Easily ignore redundant variables

3 Handle missing data elegantly

3 Small trees are easy to interpret

7 large trees are hard to interpret

7 Often prediction performance is poor
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Model averaging

Classification trees can be simple, but often produce noisy (bushy) or weak
(stunted) classifiers.

I Bagging (Breiman, 1996)
Fit many large trees to bootstrap-resampled versions of the training data,
and classify by majority vote.

I Boosting (Freund & Schapire, 1996)
Fit many large or small trees to reweighted versions of the training data.
Classify by weighted majority vote.

I Random Forests (Breiman 1999)
Fancier version of bagging.

In general Boosting � Random Forests � Bagging � Single Tree.
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Boosting Methods

I It was originally designed for classification problems, but . . . it can
profitably be extended to regression as well.

I The motivation for boosting was a procedure that combines the
outputs of many “weak” classifiers to produce a powerful
“committee.”

I From this perspective boosting bears a resemblance to bagging
and other committee-based approaches.

Weak classifier: error rate is only slightly better than random guessing.

Boosting: sequentially apply the weak classification algorithm to repeatedly
modified versions of the data, thereby producing a sequence of weak classifiers
Gm(x), m = 1, . . . ,M.
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AdaBoost (Freund and Schapire, 1996)

1. Initialize the observation weights wi = 1/N, i = 1, 2, . . . ,N.

2. For m = 1 to M repeat steps (a)− (d):

I (a) Fit a classifier Gm(x) to the training data using weights wi :
I (b) Compute weighted error of newest tree

errm =

∑N
i=1 wi I (yi 6= Gm(xi ))∑N

i=1 wi

.

I (c) Compute αm = log[(1− errm)/errm].
I (d) Update weights for i = 1, . . . ,N:

wi ← wi exp[αmI (yi 6= Gm(xi ))]

3. The predictions from all of them are then combined through a weighted majority vote to produce the
final prediction:

G(x) = sign

{
M∑

m=1

αmGm(x)

}

At step m, those observations that were misclassified by the classifier Gm−1(x) induced at the previous step
have their weights increased, whereas the weights are decreased for those that were classified correctly. Thus
as iterations proceed, observations that are difficult to classify correctly receive ever-increasing influence.
Each successive classifier is thereby forced to concentrate on those training observations that are missed by
previous ones in the sequence.
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Schematic of AdaBoost
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Toy example1

1https://www.cs.princeton.edu/courses/archive/spring12/cos598A/slides/intro.pdf
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Rounds 1, 2 and 3
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Final classifier
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Simulation exercise

The features x1, . . . , x10 are standard independent Gaussian, and the
deterministic target y is defined

y =

{
1 if

∑10
j=1 x

2
j > χ2

10(0.5),

−1 otherwise

Here χ2
10(0.5) = 9.34 is the median of a chi-squared random variable with 10

degrees of freedom (sum of squares of 10 standard Gaussians). There are 2000
training cases, with approximately 1000 cases in each class, and 10,000 test
observations.

Here the weak classifier is just a “stump”: a two terminal-node classification tree.

Applying this classifier alone to the training data set yields a very poor test set
error rate of 45.8%, compared to 50% for random guessing. However, as
boosting iterations proceed the error rate steadily decreases, reaching 5.8% after
400 iterations. It also outperforms a single large classification tree (244-node &
error rate 24.7%).
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Figure 10.2
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Boosting and additive models

The success of boosting is really not very mysterious.

Boosting is a way of fitting an additive expansion in a set of elementary “basis”
functions.

Here the basis functions are the individual classifiers Gm(x) ∈ {−1, 1}.

More generally, basis function expansions take the form

f (x) =
M∑

m=1

βmb(x ; γm),

where βm, m = 1, . . . ,M are the expansion coefficients, and b(x ; γ) ∈ R are
usually simple functions of the multivariate argument x , characterized by a set of
parameters γ.

Additive expansions: single-hidden-layer neural networks, wavelets, multivariate
adaptive regression splines (MARS) and trees.
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Bagging or boosting?2

Bagging: N learners
Boosting: N learners

2https://quantdare.com/what-is-the-difference-between-bagging-and-boosting
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Bagging or boosting?

Bagging: simple random sampling with replacement
Boosting: weighted random sampling with replacement
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Bagging or boosting?

Bagging: parallel learners
Boosting: sequential learners
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Bagging or boosting?

Bagging: simple average of errors
Boosting: weighted average of errors
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Bagging or boosting?
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Comparison of learning methods
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