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Local level model

The first order Gaussian dynamic linear model (aka, local level
model) is a basic measurement error model where the underlying
(hidden) signal evolves according to a simple random walk process.

More precisely,

yt |βt , σ2 ∼ N(βt , σ
2)

βt |βt−1, τ2 ∼ N(βt−1, τ
2)

for t = 1, . . . , n.

Let θ = (σ2, τ2, β0).
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Prior of θ

Let the prior of θ be conditionally conjugated, i.e.

p(σ2, τ2, β0) = pIG (σ2; ν0/2, ν0σ
2
0/2)

× pIG (τ2; v0/2, v0τ
2
0 /2)

× pN(β0; b0,B0)

for known hyperparameters (ν0, σ
2
0, v0, τ

2
0 , b0,B0).

In our simulated and real data examples we set

ν0 = 0.0001

σ20 = 0.0001

v0 = 0.0001

τ20 = 0.0001

b0 = 0

B0 = 10000
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Full conditional posteriors of σ2, τ 2 and β0

It can be shown that

σ2|y , β ∼ IG (ν1/2, ν1σ
2
1/2)

τ2|β, β0 ∼ IG (v1/2, v1τ
2
1 /2)

β0|β1, τ2 ∼ N(b1,B1)

where ν1 = ν0 + n, v1 = v0 + n,

ν1σ
2
1 = ν0σ

2
0 + (y − β)′(y − β)

v1τ
2
1 = v0τ

2
0 + (β − β−1)′(β − β−1)

B−11 = B−10 + τ−2

B−11 b1 = B−10 b0 + τ−2β1

where β−1 = (β0, β1, . . . , βn−1)′.
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Prior of β

It can be easily seen that, conditionally on θ, the dynamics of βt
can be jointly described by the following multivariate normal
distribution

β|θ ∼ N(β01n, τ
2A)

where

A =



1 1 1 · · · 1 1 1
1 2 2 · · · 2 2 2
1 2 3 · · · 3 3 3
...

...
...

. . .
...

...
...

1 2 3 · · · n − 2 n − 2 n − 2
1 2 3 · · · n − 2 n − 1 n − 1
1 2 3 · · · n − 2 n − 1 n
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Full conditional posterior of β

Combining likelihood, y |β, θ ∼ N(β, σ2In), with prior,
β|θ ∼ N(β01n, τ

2A), leads to posterior

β|y , θ ∼ N
{

(BA−1)β0 + (ρB)y , τ2B
}
,

where ρ = τ2/σ2, B−1 = A−1 + ρIn and

B−1 =



2 + ρ −1 0 · · · 0 0 0
−1 2 + ρ −1 · · · 0 0 0
0 −1 2 + ρ · · · 0 0 0
...

...
...

. . .
...

...
...

0 0 0 · · · 2 + ρ −1 0
0 0 0 · · · −1 2 + ρ −1
0 0 0 · · · 0 −1 2 + ρ


.

Computational issue: Inverting A can be quite expensive!
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Solution: forward filtering backward sampling

Forward filter (Kalman filter)
For t = 0: (β0|y0) ∼ N(m0,C0)
For t = 1, . . . , n:

βt |y t−1, θ ∼ N(mt−1,Rt) Rt = Ct−1 + τ2

yt |y t−1, θ ∼ N(mt−1,Qt) Qt = Ct−1 + τ2 + σ2

βt |y t , θ ∼ N(mt ,Ct)

where mt = (1− At)mt−1 + Atyt , Ct = (1− At)Rt and
At = Qt/Rt .

Backward sampler (Kalman smoother)
In addition, for t = n − 1, n − 2, . . . , 1

βt |βt+1, θ ∼ N((1− Bt)mt + Btβt+1, (1− B2
t )Ct − B2

t τ
2)

where Bt = Ct/(Ct + τ2).
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Simulating n = 200: (σ, τ, β0) = (1.0, 0.5, 0.0)
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Simulating the local level model
 (sig2,tau2)=(1,0.25)

8 / 10



Bayesian linear regression versus FFBS
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Bayesian linear regression vs forward filtering backward sampling
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Running time
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