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Chapter 1

Overview of Bayesian
Econometrics

1.1 Example i. Sequential learning

Example i. Sequential learning

• John claims some discomfort and goes to the doctor.

• The doctor believes John may have the disease A.

• θ = 1: John has disease A; θ = 0: he does not.

• The doctor claims, based on his expertise (H), that

P (θ = 1|H) = 0.70

• Examination X is related to θ as follows{
P (X = 1|θ = 0) = 0.40, positive test given no disease
P (X = 1|θ = 1) = 0.95, positive test given disease

Observe X = 1
Exam’s result: X = 1

P (θ = 1|X = 1) ∝ P (X = 1|θ = 1)P (θ = 1)
∝ (0.95)(0.70) = 0.665

P (θ = 0|X = 1) ∝ P (X = 1|θ = 0)P (θ = 0)
∝ (0.40)(0.30) = 0.120

7



8 CHAPTER 1. OVERVIEW OF BAYESIAN ECONOMETRICS

Consequently

P (θ = 0|X = 1) = 0.120/0.785 = 0.1528662 and
P (θ = 1|X = 1) = 0.665/0.785 = 0.8471338

The information X = 1 increases, for the doctor, the probability that John
has the disease A from 70% to 84.71%.

Posterior predictive
John undertakes the test Y , which relates to θ as follows1

P (Y = 1|θ = 1) = 0.99 and P (Y = 1|θ = 0) = 0.04

Then, the predictive of Y = 0 given X = 1 is given by

P (Y = 0|X = 1) = P (Y = 0|X = 1, θ = 0)P (θ = 0|X = 1)

+ P (Y = 0|X = 1, θ = 1)P (θ = 1|X = 1)

= P (Y = 0|θ = 0)P (θ = 0|X = 1)

+ P (Y = 0|θ = 1)P (θ = 1|X = 1)

= (0.96)(0.1528662) + (0.01)(0.8471338)

= 15.52%

Key condition: X and Y are conditionally independent given θ.

Model criticism
Suppose the observed result was Y = 0. This is a reasonably unexpected

result as the doctor only gave it roughly 15% chance.

He should at least consider rethinking the model based on this result. In
particular, he might want to ask himself

1. Did 0.7 adequately reflect his P (θ = 1|H)?

2. Is test X really so unreliable?

3. Is the sample distribution of X correct?

4. Is the test Y so powerful?

5. Have the tests been carried out properly?

1Recall that P (X = 1|θ = 1) = 0.95 and P (X = 1|θ = 0) = 0.40.
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Observe Y = 0
Let H2 = {X = 1, Y = 0}. Then, Bayes theorem leads to

P (θ = 1|H2) ∝ P (Y = 0|θ = 1)P (θ = 1|X = 1)
∝ (0.01)(0.8471338) = 0.008471338

P (θ = 0|H2) ∝ P (Y = 0|θ = 0)P (θ = 0|X = 1)
∝ (0.96)(0.1528662) = 0.1467516

Therefore,

P (θ = 1|X = 1, Y = 0) =
P (Y = 0, θ = 1|X = 1)

P (Y = 0|X = 1)
= 0.0545753

P (θ = 1|Hi) =

 0.7000 , H0: before X and Y
0.8446 , H1: after X=1 and before Y
0.0546 , H2: after X=1 and Y=0

1.2 Example ii. Normal-normal

Example ii. Normal-normal
Consider a simple measurement error model

X = θ + ε ε ∼ N(0, σ2)

where
θ ∼ N(θ0, τ

2
0 ).

The quantities (σ2, θ0, τ
2
0 ) are known.

The posterior distribution of θ (after X = x is observed) is

p(θ|x) =
p(x|θ)p(θ)
p(x)

More precisely,

p(θ|x) ∝ exp{−0.5(θ
2 − 2θx)/σ

2}exp{−0.5(θ
2 − 2θθ0)/τ

2
0 }

× exp{−0.5(θ
2
(1/σ

2
+ 1/τ

2
0 ) + 2θ(x/σ

2
+ θ0/τ

2
0 )}

= exp{−0.5(θ
2
/τ

2
1 + 2θτ

2
1 (x/σ

2
+ θ0/τ

2
0 )/τ

2
1 }

= exp{−0.5(θ
2

+ 2θθ1)/τ
2
1 }.

Therefore, θ|x is normally distributed with

E(θ|x) = τ2
1 (x/σ2 + θ0/τ

2
0 )
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and

V (θ|x) =
(
1/σ2 + 1/τ2

0

)−1
.

Notice that

E(θ|x) = ωθ0 + (1− ω)x

where

ω =
σ2

σ2 + τ2
0

measures the relative information contained in the prior distribution with re-
spect to the total information (prior plus likelihood).

Illustration

Prior A: Physicist A (large experience): θ ∼ N(900, (20)2)

Prior B: Physicist B (not so experienced): θ ∼ N(800, (80)2).

Model: (X|θ) ∼ N(θ, (40)2).

Observation: X = 850

(θ|X = 850, HA) ∼ N(890, (17.9)2)
(θ|X = 850, HB) ∼ N(840, (35.7)2)

Information (precision)

Physicist A: from 0.002500 to 0.003120 (an increase of 25%)

Physicist B: from 0.000156 to 0.000781 (an increase of 400%)
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1.3 Turning the Bayesian crank

1.3.1 Prior predictive

Turning the Bayesian crank
We usually decompose

p(θ, x|H)

into
p(θ|H) and p(x|θ,H)

The prior predictive distribution

p(x|H) =
∫

Θ

p(x|θ,H)p(θ|H) dθ = Eθ[p(x|θ,H)]

if of key importance in Bayesian model assessment.

1.3.2 Posterior

Posterior distribution
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The posterior distribution of θ is obtained, after x is observed, by Bayes’ The-
orem:

p(θ|x,H) =
p(θ, x|H)
p(x|H)

=
p(x|θ,H)p(θ|H)

p(x|H)

∝ p(x|θ,H)p(θ|H).

1.3.3 Posterior predictive

Posterior predictive distribution
Let y be a new set of observations conditionally independent of x given θ,

ie.
p(x, y|θ) = p(x|θ,H)p(y|θ,H).

Then,

p(y|x,H) =

Z
Θ

p(y, θ|x,H)dθ

=

Z
Θ

p(y|θ, x,H)p(θ|x,H)dθ

=

Z
Θ

p(y|θ,H)p(θ|x,H)dθ

= Eθ|x [p(y|θ,H)]

In general, but not always (time series, for example) x and y are independent
given θ.

It might be more useful to concentrate on prediction rather than on estima-
tion since the former is verifiable.

x and y can be (and usually are) observed; θ can not!

1.3.4 Sequential Bayes

Sequential Bayes theorem
Experimental result: x1 ∼ p1(x1|θ)

p(θ|x1) ∝ l1(θ;x1)p(θ)
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Experimental result: x2 ∼ p2(x2|θ)

p(θ|x2, x1) ∝ l2(θ;x2)p(θ|x1)
∝ l2(θ;x2)l1(θ;x1)p(θ)

Experimental results: xi ∼ pi(xi|θ), for i = 3, . . . , n

p(θ|xn, . . . , x1) ∝ ln(θ;xn)p(θ|xn−1, . . . , x1)

∝

[
n∏
i=1

li(θ;xi)

]
p(θ)

1.3.5 Model probability

Model probability
Suppose that the competing models can be enumerated and are represented

by the set
M = {M1,M2, . . .}

and that the true model is in M (Bernardo and Smith, 1994).

The posterior model probability of model Mj is given by

Pr(Mj |y) =
f(y|Mj)Pr(Mj)

f(y)

Ingredients
Prior predictive density of model Mj

f(y|Mj) =
∫
f(y|θj ,Mj)p(θj |Mj)dθj

Prior model probability of model Mj

Pr(Mj)

Overall prior predictive

f(y) =
∑

Mj∈M
f(y|Mj)Pr(Mj)
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log10Bjk Bjk Evidence against k
0.0 to 0.5 1.0 to 3.2 Not worth more than a bare mention
0.5 to 1.0 3.2 to 10 Substantial
1.0 to 2.0 10 to 100 Strong
> 2 > 100 Decisive

2 logeBjk Bjk Evidence against k
0.0 to 2.0 1.0 to 3.0 Not worth more than a bare mention
2.0 to 6.0 3.0 to 20 Substantial
6.0 to 10.0 20 to 150 Strong
> 10 > 150 Decisive

1.3.6 Posterior odds

Posterior odds
The posterior odds of model Mj relative to Mk is given by

Pr(Mj |y)
Pr(Mk|y)︸ ︷︷ ︸

posterior odds

=
Pr(Mj)
Pr(Mk)︸ ︷︷ ︸

prior odds

× f(y|Mj)
f(y|Mk)︸ ︷︷ ︸

Bayes factor

.

The Bayes factor can be viewed as the weighted likelihood ratio of Mj to
Mk.

The main difficulty is the computation of the marginal likelihood or normal-
izing constant f(y|Mj).

Therefore, the posterior model probability for model j can be obtained from

1
Pr(Mj |y)

=
∑

Mk∈M
Bkj

Pr(Mk)
Pr(Mj)

.

1.3.7 Bayes factor

Bayes factor
Jeffreys (1961) recommends the use of the following rule of thumb to decide

between models j and k:

Kass and Raftery (1995) argue that “it can be useful to consider twice the
natural logarithm of the Bayes factor, which is on the same scale as the familiar
deviance and likelihood ratio test statistics”. Their slight modification is:
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1.3.8 Marginal likelihood

Marginal likelihood
A basic ingredient for model assessment is given by the predictive density

f(y|M) =
∫
f(y|θ,M)p(θ|M)dθ ,

which is the normalizing constant of the posterior distribution.

The predictive density can now be viewed as the likelihood of model M .

It is sometimes referred to as predictive likelihood, because it is obtained
after marginalization of model parameters.

The predictive density can be written as the expectation of the likelihood
with respect to the prior:

f(y) = Ep[f(y|θ)].

1.4 Example iii. Multiple linear regression

Example iii. Multiple linear regression
The standard Bayesian approach to multiple linear regression is

yi = x′iβ + εi

for i = 1, . . . , n, xi a q-dimensional vector of regressors and residuals εi iid
N(0, σ2).

In matrix notation,

(y|X,β, σ2) ∼ N(Xβ, σ2In)

where y = (y1, . . . , yn), X = (x1, . . . , xn)′ is the (n × q), design matrix and
q = p+ 1.

Example iii. Maximum likelihood estimation
It is well known that

β̂ = (X ′X)−1X ′y

σ̂2 =
Se
n− q

=
(y −Xβ̂)′(y −Xβ̂)

n− q
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are the OLS estimates of β and σ2, respectively.

The conditional and unconditional sampling distributions of β̂ are

(β̂|σ2, y,X) ∼ N(β, σ2(X ′X)−1)

(β̂|y,X) ∼ tn−q(β, Se(X ′X)−1)

respectively, with

(σ̂2|σ2) ∼ IG
(
(n− q)/2, ((n− q)σ2/2

)
.

Example iii. Conjugate prior
The prior distribution of (β, σ2) is NIG(b0, B0, n0, S0), i.e.

β|σ2 ∼ N(b0, σ2B0)
σ2 ∼ IG(n0/2, n0S0/2)

for known hyperparameters b0, B0, n0 and S0.

For clarification, when σ2 ∼ IG(a, b), if follows that

p(σ2) ∝ (σ2)−(a+1) exp
{
− b

σ2

}
with

E(σ2) =
b

a− 1
and V (σ2) =

b2

(a− 1)2(a− 2)

Example iii. Conditionals
It is easy to show that

(β|σ2, y,X) ∼ N(b1, σ2B1)

where

B−1
1 = B−1

0 +X ′X

B−1
1 b1 = B−1

0 b0 +X ′y.

It is also easy to show that

(σ2|β, y,X) ∼ IG(n1/2, n1S11(β)/2)

where

n1 = n0 + n

n1S11(β) = n0S0 + (y −Xβ)′(y −Xβ).
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Example iii. Marginals
It can be shown that

(σ2|y,X) ∼ IG(n1/2, n1S1/2)

where
n1S1 = n0S0 + (y −Xb1)′y + (b0 − b1)′B−1

0 b0.

Consequently,
(β|y,X) ∼ tn1(b1, S1B1).

Example iii. MLE versus Bayes
Distributions of the estimators β̂ and σ̂2

(σ̂2|σ2, y,X) ∼ IG
(
(n− q)/2, ((n− q)σ2/2

)
(β̂|β, y,X) ∼ tn−q(β, Se(X ′X)−1).

Marginal posterior distributions of β and σ2

(σ2|y,X) ∼ IG(n1/2, n1S1/2)
(β|y,X) ∼ tn1(b1, S1B1).

Vague prior: When B−1
0 = 0, n0 = −q and S0 = 0

b1 = β̂

B1 = (X ′X)−1

n1 = n− q
n1S1 = (y −Xβ̂)′y = (y −Xβ̂)′(y −Xβ̂) = (n− q)σ̂2

S1B1 = σ̂2(X ′X)−1.

Example iii. Predictive
The predictive density can be obtained by

p(y|X) =
∫
p(y|X,β, σ2)p(β|σ2)p(σ2)dβdσ2

or (via Bayes’ theorem) by

p(y|X) =
p(y|X,β, σ2)p(β|σ2)p(σ2)
p(β|σ2, y,X)p(σ2|y,X)
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which is valid for all (β, σ2).

Closed form solution for the multiple normal linear regression:

(y|X) ∼ tn0(Xb0, S0(In +XB0X
′)).

1.5 Real data exercise

Real data exercise
To better understand the differential role of the prior in estimation and model
comparison, consider the following simple linear regression application, illus-
trated using a sample of n = 1, 217 observations from the National Longitudinal
Survey of Youth (NLSY):

• M0 : yi = β0 + β1xi + εi, εi
iid∼ N(0, σ2).

• M1 : yi = β0 + εi, εi
iid∼ N(0, σ2).

yi: log hourly wage received by individual i.

xi: education in years of schooling completed by individual i.

Years of schooling completed
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β̂ = (1.17766, 0.09101)′ and σ̂2 = 0.2668455.
Recall the conjugate prior for (β, σ2) is

β|σ2 ∼ N(b0, σ2B0) and σ2 ∼ IG(n0/2, n0S0/2).
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Let us assume that b0 = 0, n0 = 6 and S0 = 0.1333.

Let us consider two different prior variance for β:

• Prior I: B0 = 1.0× 101I2,

• Prior II: B0 = 1.0× 10100I2.

Posterior summary for the complete model M0

Parameter Prior I Prior II
Post. Mean Post Std. Post Mean Post Std.

β0 1.17439 (0.08626) 1.17439 (0.08637)
β1 0.09125 (0.00654) 0.09125 (0.00655)
σ2 0.26587 (0.01073) 0.26587 (0.01073)

Posterior summary for the restricted model M1

β0 2.35963 (0.01592) 2.35963 (0.01591)
σ2 0.30815 (0.01244) 0.30815 (0.01244)

Log Bayes factor of M0 versus M1

logB01 84.7294 -29.8886

logB01(Prior I) = log p(y|X,M0,Prior I)− log p(y|X,M1,Prior I)

= −2458.713− (−2543.442) = 84.7294

logB01(Prior II) = log p(y|X,M0,Prior II)− log p(y|X,M1,Prior II)

= −2686.406− (−2656.517) = −29.8886

1.6 Example iv. SV model

Example iv. Stochastic volatility
One of the most used models in financial econometrics is the diffusive stochas-

tic volatility model, where log-returns are normally distributed

yt|θt, H ∼ N(0; eθt)

with heteroscedasticity modeled as

θt|θt−1, γ,H ∼ N(α+ βθt−1, σ
2)

for t = 1, . . . , T and γ = (α, β, σ2), known for now.

The model is completed with

θ0|γ,H ∼ N(m0, C0)

for known hyperparameters (m0, C0).
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Example iv. Posterior distribution
For θ = (θ1, . . . , θT )′, it follows that

p(θ|y,H) ∝
T∏
t=1

e−θt/2 exp
{
−1

2
y2
t e
−θt
}

×
T∏
t=1

exp
{
− 1

2σ2
(θt − α− βθt−1)2

}
× exp

{
− 1

2C0
(θ0 −m0)2

}

Unfortunately, closed form solutions are rare!

• How to compute E(θ43|y,H) or V (θ11|y,H)?

• How to obtain a 95% credible region for (θ35, θ36|y,H)?

• How to sample from p(θ|y,H)?

• How to compute p(y|H) or p(yT+1, . . . , yT+k|y,H)?
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Chapter 2

Bayesian Computation

2.1 A bit of history

MC in the 40s and 50s
Stan Ulam soon realized that computers could be used in this fashion to

answer questions of neutron diffusion and mathematical physics;

He contacted John Von Neumann and they developed many Monte Carlo
algorithms (importance sampling, rejection sampling, etc);

In the 1940s Nick Metropolis and Klari Von Neumann designed new controls
for the state-of-the-art computer (ENIAC);

Metropolis and Ulam (1949) The Monte Carlo method. Journal of the American Statistical Association.
Metropolis et al. (1953) Equations of state calculations by fast computing machines. Journal of Chemical Physics.

Monte Carlo methods
We introduce several Monte Carlo (MC) methods for integrating and/or

sampling from nontrivial densities.

• MC integration

– Simple MC integration

– MC integration via importance sampling (IS)

• MC sampling

– Rejection method

– Sampling importance resampling (SIR)

• Iterative MC sampling

– Metropolis-Hastings algorithms

23
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– Simulated annealing
– Gibbs sampler

Based on the book by Gamerman and Lopes (1996).

A few references

• MC integration (Geweke, 1989)

• Rejection methods (Gilks and Wild, 1992)

• SIR (Smith and Gelfand, 1992)

• Metropolis-Hastings algorithm (Hastings, 1970)

• Simulated annealing (Metropolis et al., 1953)

• Gibbs sampler (Gelfand and Smith, 1990)

Two main tasks

1. Compute high dimensional integrals:

Eπ[h(θ)] =
∫
h(θ)π(θ)dθ

2. Obtain

a sample {θ1, . . . , θn} from π(θ)

when only

a sample {θ̃1, . . . , θ̃m} from q(θ)

is available.

q(θ) is known as the proposal/auxiliary density.

Bayes via MC
MC methods appear frequently, but not exclusively, in modern Bayesian

statistics.

Posterior and predictive densities are hard to sample from:

Posterior : π(θ) =
f(x|θ)p(θ)
f(x)

Predictive : f(x) =
∫
f(x|θ)p(θ)dθ

Other important integrals and/or functionals of the posterior and predictive
densities are:
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• Posterior modes: maxθ π(θ);

• Posterior moments: Eπ[g(θ)];

• Density estimation: π̂(g(θ));

• Bayes factors: f(x|M0)/f(x|M1);

• Decision: maxd
∫
U(d, θ)π(θ)dθ.

2.2 MC integration

MC integration
The objective here is to compute moments

Eπ[h(θ)] =
∫
h(θ)π(θ)dθ

If θ1, . . . , θn is a random sample from π(·) then

h̄mc =
1
n

n∑
i=1

h(θi)→ Eπ[h(θ)] as n→∞.

If, additionally, Eπ[h2(θ)] <∞, then

Vπ[h̄mc] =
1
n

∫
{h(θ)− Eπ[h(θ)]}2π(θ)dθ

and

vmc =
1
n2

n∑
i=1

(h(θi)− h̄mc)2 → Vπ[h̄mc] as n→∞.

Example i. MC integration
The objective here is to compute1

p =
∫ 1

0

[cos(50θ) + sin(20θ)]2dθ

by noticing that the above integral can be rewritten as

Eπ[h(θ)] =
∫
h(θ)π(θ)dθ

where h(θ) = [cos(50θ) + sin(20θ)]2 and π(θ) = 1 is the density of a U(0, 1).
Therefore

p̂ =
1
n

n∑
i=1

h(θi)

where θ1, . . . , θn are i.i.d. from U(0, 1).
1True value is 0.965.
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2.3 MC via IS

MC via IS
The objective is still the same, ie to compute

Eπ[h(θ)] =
∫
h(θ)π(θ)dθ

by noticing that

Eπ[h(θ)] =
∫
h(θ)π(θ)
q(θ)

q(θ)dθ

where q(·) is an importance function.
If θ1, . . . , θn is a random sample from q(·) then

⇒ h̄is =
1
n

n∑
i=1

h(θi)π(θi)
q(θi)

→ Eπ[h(θ)]

as n→∞.

Ideally, q(·) should be

• As close as possible to h(·)π(·), and

• Easy to sample from.

Example ii. Cauchy tail
The objective here is to estimate

p = Pr(θ > 2) =
∫ ∞

2

1
π(1 + θ2)

dθ = 0.1475836
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where θ is a standard Cauchy random variable.

A natural MC estimator of p is

p̂1 =
1
n

n∑
i=1

I{θi ∈ (2,∞)}

where θ1, . . . , θn ∼ Cauchy(0,1).
A more elaborated estimator based on a change of variables from θ to u = 1/θ

is

p̂2 =
1
n

n∑
i=1

u−2
i

2π[1 + u−2
i ]

where u1, . . . , un ∼ U(0, 1/2).
The true value is p = 0.147584.

n p̂1 p̂2 v
1/2
1 v

1/2
2

100 0.100000 0.1467304 0.030000 0.001004
1000 0.137000 0.1475540 0.010873 0.000305
10000 0.148500 0.1477151 0.003556 0.000098
100000 0.149100 0.1475591 0.001126 0.000031
1000000 0.147711 0.1475870 0.000355 0.000010

With only n = 1000 draws, p̂2 has roughly the same precision that p̂1, which
is based on 1000n draws, ie. three orders of magnitude.

2.4 Rejection method

Rejection method
The objective is to draw from a target density

π(θ) = cππ̃(θ)

when only draws from an auxiliary density

q(θ) = cq q̃(θ)

is available, for normalizing constants cπ and cq.

If there exist a constant A <∞ such that

0 ≤ π̃(θ)
Aq̃(θ)

≤ 1 for all θ

then q(θ) becomes a blanketing density or an envelope and A the envelope con-
stant.
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Algorithm
Drawing from π(θ).

1. Draw θ∗ from q(·);

2. Draw u from U(0, 1);

3. Accept θ∗ if u ≤ π̃(θ∗)
Aq̃(θ∗) ;

4. Repeat 1, 2 and 3 until n draws are accepted.
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Normalizing constants cπ and cq are not needed.

The theoretical acceptance rate is cq
Acπ

.

The smaller the A, the larger the acceptance rate.

Example iii. Sampling N(0, 1)
Enveloping the standard normal density

π(θ) =
1√
2π

exp{−0.5θ2}

by a Cauchy density qC(θ) = 1/(π(1 + θ2)), or a uniform density qU (θ) = 0.05
for θ ∈ (−10, 10).

Bad proposal:The maximum of π(θ)/qU (θ) is roughly AU = 7.98 for θ ∈
(−10, 10). The theoretical acceptance rate is 12.53%.

Good proposal: The max of π(θ)/qC(θ) is equal to AC =
√

2π/e ≈ 1.53.
The theoretical acceptance rate is 65.35%.

UNIFORM PROPOSAL
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Empirical rates: 0.1265 (Uniform) and 0.6483 (Cauchy)
Theoretical rates: 0.1253 (Uniform) and 0.6535 (Cauchy)

2.5 SIR method

SIR method
No need to rely on the existance of A!

Algorithm
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1. Draw θ∗1 , . . . , θ
∗
n from q(·)

2. Compute (unnormalized) weights

ωi = π(θ∗i )/q(θ∗i ) i = 1, . . . , n

3. Sample θ from {θ∗1 , . . . , θ∗n} such that

Pr(θ = θ∗i ) ∝ ωi i = 1, . . . , n.

4. Repeat m times step 3.

Rule of thumb: n/m = 20.
Ideally, ωi = 1/n and V ar(ω) = 0.

Example iii. revisited
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Fraction of redraws: 0.391 (Uniform) and 0.1335 (Cauchy)
Variance of weights: 4.675 (Uniform) and 0.332 (Cauchy)

Example iv. 3-component mixture
Assume that we are interested in sampling from

π(θ) = α1pN (θ;µ1,Σ1) + α2pN (θ;µ2,Σ2) + α3pN (θ;µ3,Σ3)

where pN (·;µ,Σ) is the density of a bivariate normal distribution with mean
vector µ and covariance matrix Σ. The mean vectors are

µ1 = (1, 4)′ µ2 = (4, 2)′ µ3 = (6.5, 2),

the covariance matrices are

Σ1 =
(

1.0 −0.9
−0.9 1.0

)
and Σ2 = Σ3 =

(
1.0 −0.5
−0.5 1.0

)
,

and weights α1 = α2 = α3 = 1/3.
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Acceptance rate: 9.91% of n = 10, 000 draws.

SIR method
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Fraction of redraws: 29.45% of (n = 10, 000,m = 2, 000).

Rejection & SIR
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Example v. 2-component mixture
Let us now assume that

π(θ) = α1pN (θ;µ1,Σ1) + α3pN (θ;µ3,Σ3)

where mean vectors are

µ1 = (1, 4)′ µ3 = (6.5, 2),

the covariance matrices are

Σ1 =
(

1.0 −0.9
−0.9 1.0

)
and Σ3 =

(
1.0 −0.5
−0.5 1.0

)
,

and weights α1 = 1/3 and α3 = 2/3.
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Acceptance rate: 10.1% of n = 10, 000 draws.

SIR method
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Fraction of redraws: 37.15% of (n = 10, 000,m = 2, 000).

Rejection & SIR
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MCMC history
Dongarra and Sullivan (2000) list the top algorithms with the greatest in-

fluence on the development and practice of science and engineering in the 20th
century (in chronological order):

• Metropolis Algorithm for Monte Carlo

• Simplex Method for Linear Programming

• Krylov Subspace Iteration Methods

• The Decompositional Approach to Matrix Computations

• The Fortran Optimizing Compiler

• QR Algorithm for Computing Eigenvalues



38 CHAPTER 2. BAYESIAN COMPUTATION

• Quicksort Algorithm for Sorting

• Fast Fourier Transform

70s and 80s
Metropolis-Hastings:

Hastings (1970) and his student Peskun (1973) showed that Metropolis and
the more general Metropolis-Hastings algorithm are particular instances of a
larger family of algorithms.

Gibbs sampler:
Besag (1974) Spatial Interaction and the Statistical Analysis of Lattice Systems.
Geman and Geman (1984) Stochastic relaxation, Gibbs distributions and the Bayesian restoration of images.
Pearl (1987) Evidential reasoning using stochastic simulation.
Tanner and Wong (1987). The calculation of posterior distributions by data augmentation.
Gelfand and Smith (1990) Sampling-based approaches to calculating marginal densities.

2.6 MH algorithms

MH algorithms
A sequence {θ(0), θ(1), θ(2), . . . } is drawn from a Markov chain whose limiting

equilibrium distribution is the posterior distribution, π(θ).

Algorithm

1. Initial value: θ(0)

2. Proposed move: θ∗ ∼ q(θ∗|θ(i−1))

3. Acceptance scheme:

θ(i) =
{
θ∗ com prob. α
θ(i−1) com prob. 1− α

where

α = min
{

1,
π(θ∗)

π(θ(i−1))
q(θ(i−1)|θ∗)
q(θ∗|θ(i−1))

}
Special cases

1. Symmetric chains: q(θ|θ∗) = q(θ∗|θ)

α = min
{

1,
π(θ∗)
π(θ)

}
2. Independence chains: q(θ|θ∗) = q(θ)

α = min
{

1,
ω(θ∗)
ω(θ)

}
where ω(θ∗) = π(θ∗)/q(θ∗).
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Random walk Metropolis

The most famous symmetric chain is the random walk Metropolis:

q(θ|θ∗) = q(|θ − θ∗|)

Hill climbing: when

α = min
{

1,
π(θ∗)
π(θ)

}

a value θ∗ with higher density π(θ∗) greater than π(θ) is automatically ac-
cepted.

Example iv. RW Metropolis
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q(θ|θi) ∼ N(θi, 0.25Σ2).

Example iv. Ind. Metropolis
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q(θ) ≡ qSIR(θ) ∼ N(µ,Σ).

Example iv. Autocorrelations
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Example v. RW Metropolis
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Example v. Ind. Metropolis
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Example vi. tuning selection

Tthe target distribution is a two-component mixture of bivariate normal
densities, ie:

π(θ) = 0.7fN (θ;µ1,Σ1) + 0.3fN (θ;µ2,Σ2).

where

µ′1 = (4.0, 5.0)
µ′2 = (0.7, 3.5)

Σ1 =
(

1.0 0.7
0.7 1.0

)
Σ2 =

(
1.0 −0.7
−0.7 1.0

)
.

Target distribution
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Independent Metropolis

q(θ, φ) = fN (φ;µ3, νI2) and µ3 = (3.01, 4.55)′.
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tuning=50 
 Initial value=(4,5) 

 Acceptance rate=5%

Acceptance rate=5%
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 Initial value=(0,7) 

 Acceptance rate=32.2%

Acceptance rate=32.2%
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2.7 Simulated annealing

Simulated annealing
Simulated annealing2 is an optimization technique designed to find maxima

of functions.

It can be seen as a M-H algorithm that tempers with the target distribution:

q(θ) ∝ π(θ)1/T

where the constant T > 1 receives the physical interpretation of system tem-
perature, hence the nomenclature used (Jennison, 1993).

The heated distribution q is flattened with respect to π and its density gets
closer to the uniform distribution, which is particularly relevant for the case of
a distribution with distant modes.

By flattening the modes, the moves required to cover adequately the param-
eter space become more likely.

Example vii: Nonlinear surface
Assume that the goal is to find the mode/maximum of

π(β1, β2) ∝
4∏
i=1

e(β1+β2xi)yi

(1 + eβ1+β2xi)5
,

with x = (−0.863,−0.296,−0.053, 0.727) and y = (0, 1, 3, 5).

2Kirkpatrick, Gelatt and Vecchi (1983)
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The simulated annealing algorithm is implemented for four initial values:

(5, 30) (−2, 40) (−4,−10) (6, 0)

and two cooling schedules:

Ti = 1/i and Ti = 1/[10 log(1 + i)].

The proposal distribution is q(β|β(i)) = fN (β;β(i), 0.052I2).

Ti=1/i

ββ1

ββ 2
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Ti=1/[10log(i+1)]
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ββ 2
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Newton-Raphson mode: (0.87, 7.91).

Ti = 1/i: mode is (0.88, 7.99) when (β(0)
1 , β

(0)
2 ) = (5, 30).
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2.8 Gibbs sampler

Gibbs sampler
Technically, the Gibbs sampler is an MCMC scheme whose transition kernel

is the product of the full conditional distributions.
Algorithm

1. Start at θ(0) = (θ(0)
1 , θ

(0)
2 , . . .)

2. Sample the components of θ(j) iteratively:

θ
(j)
1 ∼ π(θ1|θ(j−1)

2 , θ
(j−1)
3 , . . .)

θ
(j)
2 ∼ π(θ2|θ(j)

1 , θ
(j−1)
3 , . . .)

θ
(j)
3 ∼ π(θ3|θ(j)

1 , θ
(j)
2 , . . .)

...

The Gibbs sampler opened up a new way of approaching statistical modeling
by combining simpler structures (the full conditional models) to address the
more general structure (the full model).
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Example viii: Bivariate normal

Assume that the target distribution is the bivariate normal with mean vector
and covariance matrix given by

µ =
(
µ1

µ2

)
and Σ =

(
σ2

1 σ12

σ12 σ2
2

)
,

respectively.

In this case, the two full conditionals are given by

θ1|θ2 ∼ N
(
µ1 +

σ12

σ2
2

(θ2 − µ2), σ2
1 −

σ2
12

σ2
2

)

and

θ2|θ1 ∼ N
(
µ2 +

σ12

σ2
1

(θ1 − µ1), σ2
2 −

σ2
12

σ2
1

)

µ1 = µ2 = 0
σ2

1 = σ2
2 = 1

σ12 = −0.95

θθ1

θθ 2

−4 −2 0 2 4

−
4

−
2

0
2

4
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Middle frame: Based on M = 21, 000 consecutive draws.
Bottom frame: Based on M = 1000 draws, after initial M0 = 1000 draws

and saving every 20th draws.
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2.9 SUR model

Example: Seemingly Unrelated Regressions
Investments Grunfeld (1958), Boot and White (1960) and Zellner (1962,1963)

study
Imt = βm1 + βm2Fmt + βm3Cmt + εmt
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• Should the parameters be the same across firms?

• Do the εmt share unobserved common factors?

• Staking the observation for firm m:

ym = Xmβm + εm

Capital asset pricing For a given security, the CAPM specifies that

rmt − rft = αm + βm(rmt − rft) + εmt

for return on security m, rmt, return on a risk-free security, rft, and market
return, rmt.

• Are the disturbances correlated across securities?

• Are the αms and/or βms related in any way?

• Staking the observation for security m:

ym = Xmβm + εm

Gross State Product Greene (2008) examines (his examples 9.9 and 9.12)
Munnell’s (1990) model for output by the 48 continental US states:

logGSPmt = βm1 + βm2 log pcapmt + βm3 log hwymt
+ βm4 logwatermt + βm5 log utilmt
+ βm6 log empmt + βm7unempmt + εmt

• Should the coefficient vector be the same across states?

• Should the disturbances correlated across states?

• Should the disturbances correlated across time?

• Staking the observation for state m:

ym = Xmβm + εm

SUR
For m = 1, . . . ,M and t = 1, . . . , T

ymt = x′mtβm + εmt,

with xmt a km-dimensional vector of regressors.
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Let us stack all equations:

yt = (y1t, . . . , yMt)′ (M × 1)
εt = (ε1t, . . . , εMt)′ (M × 1)
β = (β′1, . . . , β

′
M )′ (k × 1)

Xt = diag(x′1t, . . . , x
′
Mt) (M × k)

where k =
∑M
m=1 km. Therefore,

yt = Xtβ + εt

We can now stack all observations t = 1, . . . , T together:

y = (y1, . . . , yT )′

ε = (εt, . . . , εT )′

X = (X ′1, . . . , X
′
T )′,

such that
y = Xβ + ε.

NLRM: εmt are i.i.d. N(0, σ2) for all m and t.

SUR: εt are i.i.d. N(0,Σ) for all t.

This leads to ε ∼ N(0,Ω), where

Ω = diag(Σ, . . . ,Σ) = IT ⊗ Σ

is an MT ×MT block-diagonal covariance matrix.

Prior distribution
Conditionally conjugate prior for β and Φ = Σ−1:

p(β,Φ) = p(β)p(Φ),

where
β ∼ N(β0, V0)

and
Φ ∼Wishart(ν0,Φ0).

See Dreze and Richard (1983) and Richard and Steel (1988) for further
discussion regarding alternative prior specifications.
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Full conditionals
The full conditional distributions are

β|y,X,Σ ∼ N(β1, V1)
Φ|y,X, β ∼ Wishart(ν1,Φ1)

where ν1 = ν0 + T ,

V −1
1 = V −1

0 +
T∑
t=1

X ′tΦXt

V −1
1 β1 = V −1

0 β0 +
n∑
t=1

X ′tΦyt

Φ−1
1 = Φ−1

0 +
T∑
t=1

(yt −Xtβ)(yt −Xtβ)′

Grunfeld’s (1958) data
M=10 U.S. firms over T=20 years, 1935-1954.3

Variables:
FN = Firm Number; YR = Year; I = Annual real gross investment; F =

Real value of the firm (shares outstanding); and C = Real value of the capital
stock.

Firms:
General Electric, Westinghouse, U.S. Steel, Diamond Match, Atlantic Refin-

ing, Union Oil, Goodyear, General Motors, Chrysler and IBM

Individual regressions
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3Zellner (1971), pages 240-246.
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Regression coefficients
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2.10 BVAR

Example: Bivariate BVAR(1)
Let yt = (yt1, yt2)′ contain 2 time series observed at time t.

The (basic) VAR(1) can be written as

(yt|yt−1, B,Σ) ∼ N(Byt−1,Σ)

where

B =
(
β11 β12

β21 β22

)
and Σ =

(
σ2

1 σ12

σ12 σ2
2

)
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VAR(1) as a SUR model
The above VAR(1) model can be rewritten as a SUR model as

(yt|zt, β,Σ) ∼ N(ztβ,Σ)

where

zt =
(
yt−1,1 yt−1,2 0 0

0 0 yt−1,1 yt−1,2

)
and

β =


β11

β12

β21

β22

 .

Therefore,
(y|β,Σ) ∼ N(Zβ,Σ)

where y = (y′1, . . . , y
′
T )′ and Z = (z′1, . . . , z

′
T )′.

Prior of (β,Σ)
We assume that β and Σ are independent a priori.

Prior of β:
β ∼ N(b0, B0).

Prior of Σ:
Σ ∼ IW (v0, V0).

This conditionally conjugate prior DOES NOT lead to closed form posterior
inference, but the implementation of the Gibbs sampler is straightforward.

Full conditional of β
It is easy to see that

p(β|Σ, y) ∝ exp
{
−0.5

[
β′B−1

0 β − 2β′B−1
0 β0

]}
× exp

{
−0.5

[
β′Z ′Σ−1Zβ − 2β′Z ′Σ−1y

]}
.

Therefore,
β|Σ, γ, y ∼ N(β1, V1)

where

β1 = B1(B−1
0 β0 + Z ′Σ−1y) and B−1

1 = B−1
0 + Z ′Σ−1Z.
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Full conditional of Σ
It is easy to see that

p(Σ|β, y) ∝ |Σ|
q+v0+1

2 exp
˘
−0.5tr(Σ−1V0)

¯
× |Σ|

q+T+1
2 exp

(
−0.5

TX
t=1

(yt − ztβ)′Σ−1(yt − ztβ)

)
.

Therefore,
Σ|β, y ∼ IW (v1, V1)

where v1 = v0 + T and

S = V0 +
T∑
t=1

(yt − ztβ)(yt − ztβ)′.

Simulated data
We simulated n = 360 observations (30 years of monthly data) from the

above bivariate VAR(1) with

B =
(

0.85 0.10
0.00 0.95

)
and

Σ =
(

1.0 0.2
0.2 1.0

)
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Posterior inference

The prior hyperparameters are

b0 = 04 and B0 = 1000I4

and

v0 = 5 and V0 = 0.001

We started the Gibbs sampler with B(0) = B (true value).

We runt he Gibbs sampler for M = 10, 000 iterations.
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Chapter 3

Dynamic Models

Dynamic models (DMs)

3.1 1st order DLM

1st order DLM
The local level model (West and Harrison, 1997) has

Observation equation:

yt+1|xt+1, θ ∼ N(xt+1, σ
2)

System equation:
xt+1|xt, θ ∼ N(xt, τ2)

where
x0 ∼ N(m0, C0)

and
θ = (σ2, τ2)

fixed (for now).

61
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3.1.1 n-variate normal

n-variate normal
It is worth noticing that the model can be rewritten as

y|x, θ ∼ N(x, σ2In)
x|x0, θ ∼ N(x01n, τ2Ω)

x0 ∼ N(m0, C0)

where

Ω =



1 1 1 1 . . . 1 1 1
1 2 2 2 . . . 2 2 2
1 2 3 3 . . . 3 3 3
1 2 3 4 . . . 4 4 4
...

...
...

...
. . .

...
...

...
1 2 3 4 . . . n− 2 n− 2 n− 2
1 2 3 4 . . . n− 1 n− 1 n− 1
1 2 3 4 . . . n− 2 n− 1 n


Therefore, the prior of x given θ is

x|θ ∼ N(m01n;C01n1′n + τ2Ω),

while its full conditional posterior distribution is

x|y, θ ∼ N(m1, C1)

where
C−1

1 = (C01n1′n + τ2Ω)−1 + σ−2In

and
C−1

1 m1 = (C01n1′n + τ2Ω)−1m01n + σ−2y

3.1.2 The Kalman filter

The Kalman filter
Let yt = (y1, . . . , yt). The previous joint posterior posterior for x given y

(omitting θ for now) can be constructed as

p(x|yn) = p(x1|yn, x2)
n∏
t=1

p(xt|yn, xt+1),

which is obtained from
p(xn|yn)

and noticing that given yt and xt+1,
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• xt and xt+h are independent, and

• xt and yt are independent,

for all integer h > 1.
Therefore, we first need to derive the above joint and this is done forward

via the well-known Kalman filter recursions.

p(xt|yt) =⇒ p(xt+1|yt) =⇒ p(yt+1|xt) =⇒ p(xt+1|yt+1)

• Posterior at t: (xt|yt) ∼ N(mt, Ct)

• Prior at t+ 1: (xt+1|yt) ∼ N(mt, Rt+1)

Rt+1 = Ct + τ2

• Marginal likelihood: (yt+1|yt) ∼ N(mt, Qt+1)

Qt+1 = Rt+1 + σ2

• Posterior at t+ 1: (xt+1|yt+1) ∼ N(mt+1, Ct+1)

mt+1 = (1−At+1)mt +At+1yt+1

Ct+1 = At+1σ
2

where At+1 = Rt+1/Qt+1.

3.1.3 The Kalman smoother

The Kalman smoother
For t = n, xn|yn ∼ N(mn

n, C
n
n ), where mn

n = mn and Cnn = Cn.

For t < n,

xt|yn ∼ N(mn
t , C

n
t )

xt|xt+1, y
n ∼ N(ant , R

n
t )

where

mn
t = (1−Bt)mt +Btm

n
t+1

Cnt = (1−Bt)Ct +B2
tC

n
t+1

ant = (1−Bt)mt +Btxt+1

Rnt = Btτ
2

and
Bt = Ct/(Ct + τ2).
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3.1.4 Example

Example
n = 100, σ2 = 1.0
τ2 = 0.5 and x0 = 0.
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y(t)
x(t)

p(xt|yt) via Kalman filter
m0 = 0.0 and C0 = 10.0
given τ2 and σ2
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p(xt|yn) via Kalman smoother
m0 = 0.0 and C0 = 10.0
given τ2 and σ2
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3.1.5 Integrating out states xn

Integrating out states xn

We showed earlier that

(yt|yt−1) ∼ N(mt−1, Qt)

where both mt−1 and Qt were presented before and are functions of θ = (σ2, τ2),
yt−1, m0 and C0.

Therefore, by Bayes’ rule,

p(θ|yn) ∝ p(θ)p(yn|θ)

= p(θ)
n∏
t=1

fN (yt;mt−1, Qt).

Example: p(y|σ2, τ2)p(σ2)p(τ2)
σ2 ∼ IG(ν0/2, ν0σ

2
0/2), where ν0 = 5 and σ2

0 = 1.
τ2 ∼ IG(n0/2, n0τ

2
0 /2), where n0 = 5 and τ2

0 = 0.5
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σ2

τ2
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3.1.6 MCMC scheme

MCMC scheme

• Sample θ from p(θ|yn, xn)

p(θ|yn, xn) ∝ p(θ)
n∏
t=1

p(yt|xt, θ)p(xt|xt−1, θ).

• Sample xn from p(xn|yn, θ)

p(xn|yn, θ) =
n∏
t=1

fN (xt|ant , Rnt )

Example: p(xt|yn)
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Example: Comparison
p(xt|yn) versus p(xt|yn, σ̃2 = 0.87, τ̃2 = 0.63).
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3.1.7 Lessons

Lessons from the 1st order DLM
Sequential learning in non-normal and nonlinear dynamic models p(yt+1|xt+1)

and p(xt+1|xt) in general rather difficult since

p(xt+1|yt) =
∫
p(xt+1|xt)p(xt|yt)dxt

p(xt+1|yt+1) ∝ p(yt+1|xt+1)p(xt+1|yt)

are usually unavailable in closed form.

Over the last 20 years:

• FFBS for conditionally Gaussian DLMs;

• Gamerman (1998) for generalized DLMs;

• Carlin, Polson and Stoffer (2002) for more general DMs.

3.2 Dynamic linear models (DLMs)

Dynamic linear models (DLMs)
Large class of models with time-varying parameters.

Dynamic linear models are defined by a pair of equations, the observation
equation and the evolution/system equation:

yt = F ′tβt + εt, εt ∼ N(0, V )
βt = Gtβt−1 + ωt, ωt ∼ N(0,W )

• yt: sequence of observations;

• Ft: vector of explanatory variables;
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• βt: d-dimensional state vector;

• Gt: d× d evolution matrix;

• β1 ∼ N(a,R).

3.2.1 Linear growth model

Linear growth model
The linear growth model is slightly more elaborate by incorporation of an

extra time-varying parameter β2 representing the growth of the level of the
series:

yt = β1,t + εt εt ∼ N(0, V )
β1,t = β1,t−1 + β2,t + ω1,t

β2,t = β2,t−1 + ω2,t

where ωt = (ω1,t, ω2,t)′ ∼ N(0,W ) and

Ft = (1, 0)′

Gt =
(

1 1
0 1

)

3.2.2 Bivariate VAR(1) with TVP

Bivariate VAR(1) with TVP
Observation equation

yt = F ′tβt + εt εt ∼ N(0, V )

where
yt = (y1t, y2t)′,

F ′t =
(
y1,t−1 y2,t−1 0 0

0 0 y1,t−1 y2,t−1

)
and

βt = (β11t, β12t, β21t, β22t)′

Evolution equation

βt = Gtβt−1 + ωt ωt ∼ N(0,W )
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Prior, updated and smoothed distributions
Prior distributions

p(βt|yt−k) k > 0

Updated/online distributions

p(βt|yt)

Smoothed distributions

p(βt|yt+k) k > 0

3.2.3 Sequential inference

Sequential inference
Let yt = {y1, . . . , yt}.

Posterior at time t− 1:

βt−1|yt−1 ∼ N(mt−1, Ct−1)

Prior at time t:

βt|yt−1 ∼ N(at, Rt)

with at = Gtmt−1 and Rt = GtCt−1G
′
t +W .

predictive at time t:

yt|yt−1 ∼ N(ft, Qt)

with ft = F ′tat and Qt = F ′tRtFt + V .

Posterior at time t

p(βt|yt) = p(βt|yt, yt−1) ∝ p(yt|βt) p(βt|yt−1)

The resulting posterior distribution is

βt|yt ∼ N(mt, Ct)

with

mt = at +Atet

Ct = Rt −AtA′tQt
At = RtFt/Qt

et = yt − ft
By induction, these distributions are valid for all times.
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3.2.4 Smoothing

Smoothing
In dynamic models, the smoothed distribution π(β|yn) is more commonly

used:

π(β|yn) = p(βn|yn)
n−1∏
t=1

p(βt|βt+1, . . . , βn, y
n)

= p(βn|yn)
n−1∏
t=1

p(βt|βt+1, y
t)

Integrating with respect to (β1, . . . , βt−1):

π(βt, . . . , βn|yn) = p(βn|yn)
n−1∏
k=t

p(βk|βk+1, y
t)

π(βt, βt+1|yn) = p(βt+1|yn)p(βt|βt+1, y
t)

for t = 1, . . . , n− 1.

Smoothing: p(βt|yn)
It can be shown that

βt|V,W, yn ∼ N(mn
t , C

n
t )

where
mn
t = mt + CtG

′
t+1R

−1
t+1(mn

t+1 − at+1)

Cnt = Ct − CtG′t+1R
−1
t+1(Rt+1 − Cnt+1)R−1

t+1Gt+1Ct

Smoothing: p(β|yn)
It can be shown that

(βt|βt+1, V,W, y
n)

is normally distributed with mean

(G′tW
−1Gt + C−1

t )−1(G′tW
−1βt+1 + C−1

t mt)

and variance (G′tW
−1Gt + C−1

t )−1.

3.2.5 The FFBS

Forward filtering, backward sampling (FFBS)
Sampling from π(β|yn) can be performed by

• Sampling βn from N(mn, Cn) and then

• Sampling βt from (βt|βt+1, V,W, y
t), for t = n− 1, . . . , 1.

The above scheme is known as the forward filtering, backward sampling
(FFBS) algorithm (Carter and Kohn, 1994 and Frühwirth-Schnatter, 1994).
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3.2.6 Individual sampling

Individual sampling from π(βt|β−t, yn)
Let β−t = (β1, . . . , βt−1, βt+1, . . . , βn).

For t = 2, . . . , n− 1

π(βt|β−t, yn) ∝ p(yt|βt) p(βt+1|βt) p(βt|βt−1)
∝ fN (yt;F ′tβt, V )fN (βt+1;Gt+1βt,W )
× fN (βt;Gtβt−1,W )
= fN (βt; bt, Bt)

where

bt = Bt(σ−2Ftyt +G′t+1W
−1βt+1 +W−1Gtβt−1)

Bt = (σ−2FtF
′
t +G′t+1W

−1Gt+1 +W−1)−1

for t = 2, . . . , n− 1.
For t = 1 and t = n,

π(β1|β−1, y
n) = fN (β1; b1, B1)

and
π(βn|β−n, yn) = fN (βt; bn, Bn)

where

b1 = B1(σ−2
1 F1y1 +G′2W

−1β2 +R−1a)
B1 = (σ−2

1 F1F
′
1 +G′2W

−1G2 +R−1)−1

bn = Bn(σ−2
n Fnyn +W−1Gnβn−1)

Bn = (σ−2
n FnF

′
n +W−1)−1

Sampling from π(V,W |yn, β)
Assume that

φ = V −1 ∼ Gamma(nσ/2, nσSσ/2)
Φ = W−1 ∼ Wishart(nW /2, nWSW /2)

Full conditionals

π(φ|β,Φ) ∝
nY
t=1

fN (yt;F
′
tβt, φ

−1) fG(φ;nσ/2, nσSσ/2)

∝ fG(φ;n∗σ/2, n
∗
σS
∗
σ/2)

π(Φ|β, φ) ∝
nY
t=2

fN (βt;Gtβt−1,Φ
−1) fW (Φ;nW /2, nWSW /2)

∝ fW (Φ;n∗W /2, n
∗
WS
∗
W /2)
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where n∗σ = nσ + n, n∗W = nW + n− 1,

n∗σS
∗
σ = nσSσ + σ(yt − F ′tβt)2

n∗WS
∗
W = nWSW + Σnt=2(βt −Gtβt−1)(βt −Gtβt−1)′

3.2.7 Joint sampling

MCMC scheme to sample from p(β, V,W |yn)

• Sample V −1 from its full conditional

fG(φ;n∗σ/2, n
∗
σS
∗
σ/2)

• Sample W−1 from its full conditional

fW (Φ;n∗W /2, n
∗
WS
∗
W /2)

• Sample β from its full conditional

π(β|yn, V,W )

by the FFBS algorithm.

Likelihood for (V,W )
It is easy to see that

p(yn|V,W ) =
n∏
t=1

fN (yt|ft, Qt)

which is the integrated likelihood of (V,W ).

Jointly sampling (β, V,W )
(β, V,W ) can be sampled jointly by

• Sampling (V,W ) from its marginal posterior

π(V,W |yn) ∝ l(V,W |yn)π(V,W )

by a rejection or Metropolis-Hastings step;

• Sampling β from its full conditional

π(β|yn, V,W )

by the FFBS algorithm.

Jointly sampling (β, V,W ) avoids MCMC convergence problems associated
with the posterior correlation between model parameters (Gamerman and Mor-
eira, 2002).
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3.2.8 Example

Example: Comparing schemes1

First order DLM with V = 1

yt = βt + εt , εt ∼ N(0, 1)
βt = βt−1 + ωt , ωt ∼ N(0,W ),

with (n,W ) ∈ {(100, .01), (100, .5), (1000, .01), (1000, .5)}.

400 runs: 100 replications per combination.

Priors: β1 ∼ N(0, 10) and V and W have inverse Gammas with means set
at true values and coefficients of variation set at 10.

Posterior inference: based on 20,000 MCMC draws.

Effective sample size
For a given θ, let t(n) = t(θ(n)), γk = Covπ(t(n), t(n+k)), the variance of t(n)

as σ2 = γ0, the autocorrelation of lag k as ρk = γk/σ
2 and τ2

n/n = V arπ(t̄n).
It can be shown that, as n→∞,

τ2
n = σ2

(
1 + 2

n−1∑
k=1

n− k
n

ρk

)
→ σ2

(
1 + 2

∞∑
k=1

ρk

)
︸ ︷︷ ︸

inefficiency factor

.

The inefficiency factor measures how far t(n)s are from being a random
sample and how much V arπ(t̄n) increases because of that.

The effective sample size is defined as

neff =
n

1 + 2
∑∞
k=1 ρk

or the size of a random sample with the same variance.

Schemes
Scheme I: Sampling β1, . . . , βn, V , W from their conditionals.
Scheme II: Sampling β, V and W from their conditionals.
Scheme III: Jointly sampling (β, V,W ).

Scheme n=100 n=1000
II 1.7 1.9
III 1.9 7.2

1Gamerman, Reis and Salazar (2006) Comparison of sampling schemes for dynamic linear
models. International Statistical Review, 74, 203-214.
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Computing times relative to scheme I.

Scheme
W n I II III

0.01 1000 242 8938 2983
0.01 100 3283 13685 12263
0.50 1000 409 3043 963
0.50 100 1694 3404 923

Sample averages (based on the 100 replications) of neff based on V .

3.3 SV model

Stochastic volatility model

The canonical stochastic volatility model (SVM), is

yt = eht/2εt

ht = µ+ φht−1 + τηt

where εt and ηt are N(0, 1) shocks with E(εtηt+h) = 0 for all h and E(εtεt+l) =
E(ηtηt+l) = 0 for all l 6= 0.

τ2: volatility of the log-volatility.

|φ| < 1 then ht is a stationary process.

Let yn = (y1, . . . , yn)′, hn = (h1, . . . , hn)′ and ha:b = (ha, . . . , hb)′.

Simulated data

n = 500, h0 = 0.0 and (µ, φ, τ2) = (−0.00645, 0.99, 0.0225)



3.3. SV MODEL 75

0 100 200 300 400 500

−
4

−
2

0
2

4

time

0 100 200 300 400 500

0
1

2
3

4

time

Prior information
Uncertainty about the initial log volatility is h0 ∼ N (m0, C0).

Let θ = (µ, φ)′, then the prior distribution of (θ, τ2) is normal-inverse
gamma, i.e. (θ, τ2) ∼ NIG(θ0, V0, ν0, s

2
0):

θ|τ2 ∼ N(θ0, τ
2V0)

τ2 ∼ IG(ν0/2, ν0s
2
0/2)

For example, if ν0 = 10 and s2
0 = 0.018 then

E(τ2) =
ν0s

2
0/2

ν0/2− 1
= 0.0225

V ar(τ2) =
(ν0s

2
0/2)2

(ν0/2− 1)2(ν0/2− 2)
= (0.013)2

Hyperparameters: m0, C0, θ0, V0, ν0 and s2
0.

Simulated data
Simulation setup

• h0 = 0.0

• µ = −0.00645

• φ = 0.99

• τ2 = 0.0225
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Prior distribution

• h0 ∼ N(0, 100)

• µ ∼ N(0, 100)

• φ ∼ N(0, 100)

• τ2 ∼ IG(5, 0.14) (Mode=0.0234; 95% c.i.=(0.014; 0.086))

Posterior inference
The SVM is a dynamic model and posterior inference via MCMC for the the

latent log-volatility states ht can be performed in at least two ways.

Let h−t = (h0:(t−1), h(t+1):n), for t = 1, . . . , n− 1 and h−n = h1:(n−1).

• Individual moves for ht

– (θ, τ2|hn, yn)

– (ht|h−t, θ, τ2, yn), for t = 1, . . . , n

• Block move for hn

– (θ, τ2|hn, yn)

– (hn|θ, τ2, yn)

Sampling (θ, τ2|hn, yn)
Conditional on h0:n, the posterior distribution of (θ, τ2) is also normal-

inverse gamma:

(θ, τ2|yn, h0:n) ∼ NIG(θ1, V1, ν1, s
2
1)

where X = (1n, h0:(n−1)), ν1 = ν0 + n

V −1
1 = V −1

0 +X ′X

V −1
1 θ1 = V −1

0 θ0 +X ′h1:n

ν1s
2
1 = ν0s

2
0 + (y −Xθ1)′(y −Xθ1)

+ (θ1 − θ0)′V −1
0 (θ1 − θ0)
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Sampling (h0|θ, τ2, h1)
Combining

h0 ∼ N(m0, C0)

and
h1|h0 ∼ N(µ+ φh0, τ

2)

leads to (by Bayes’ theorem)

h0|h1 ∼ N(m1, C1)

where

C−1
1 m1 = C−1

0 m0 + φτ−2(h1 − µ)
C−1

1 = C−1
0 + φ2τ−2

Conditional prior distribution of ht
Given ht−1, θ and τ2, it can be shown that„

ht
ht+1

«
∼ N

„
µ+ φht−1

(1 + φ)µ+ φ2ht−1

«
, τ2

„
1 φ
φ (1 + φ2)

«ff
.

E(ht|ht−1, ht+1, θ, τ
2) and V (ht|ht−1, ht+1, θ, τ

2) are

µt =
(

1− φ
1 + φ2

)
µ+

(
φ

1 + φ2

)
(ht−1 + ht+1)

ν2 = τ2(1 + φ2)−1.

Therefore,

(ht|ht−1, ht+1, θ, τ
2) ∼ N(µt, ν2) t = 1, . . . , n− 1

(hn|hn−1, θ, τ
2) ∼ N(µn, τ2)

where µn = µ+ φhn−1.

Sampling ht via RWM
Let ν2

t = ν2 for t = 1, . . . , n− 1 and ν2
n = τ2, then

p(ht|h−t, yn, θ, τ2) = fN (ht;µt, ν2
t )fN (yt; 0, eht)

for t = 1, . . . , n.

RWM with tuning v2
h (t = 1, . . . , n):

1. Current state: h(j)
t

2. Sample h∗t from N(h(j)
t , v2

h)
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3. Compute the acceptance probability

α = min

(
1,

fN (h∗t ;µt, ν
2
t )fN (yt; 0, eh

∗
t )

fN (h
(j)
t ;µt, ν2

t )fN (yt; 0, eh
(j)
t )

)

4. New state:

h
(j+1)
t =

{
h∗t w. p. α

h
(j)
t w. p. 1− α

Simulated data
MCMC setup

• M0 = 1, 000

• M = 1, 000

Autocorrelation of hts
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Sampling ht via IMH
The full conditional distribution of ht is given by

p(ht|h−t, yn, θ, τ2) = p(ht|ht−1, ht+1, θ, τ
2)p(yt|ht)

= fN (ht;µt, ν2)fN (yt; 0, eht).

Kim, Shephard and Chib (1998) explored the fact that

log p(yt|ht) = const− 1
2
ht −

y2
t

2
exp(−ht)

and that a Taylor expansion of exp(−ht) around µt leads to

log p(yt|ht) ≈ const− 1
2
ht −

y2
t

2
(
e−µt − (ht − µt)e−µt

)
g(ht) = exp

{
−1

2
ht(1− y2

t e
−µt)

}
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Proposal distribution
Let ν2

t = ν2 for t = 1, . . . , n− 1 and ν2
n = τ2.

Then, by combining fN (ht;µt, ν2
t ) and g(ht), for t = 1, . . . , n, leads to the

following proposal distribution:

q(ht|h−t, yn, θ, τ2) ≡ N
(
ht; µ̃t, ν2

t

)
where µ̃t = µt + 0.5ν2

t (y2
t e
−µt − 1).

IMH algorithm
For t = 1, . . . , n

1. Current state: h(j)
t

2. Sample h∗t from N(µ̃t, ν2
t )

3. Compute the acceptance probability

α = min

(
1,

fN (h∗t ;µt, ν
2
t )fN (yt; 0, eh

∗
t )

fN (h
(j)
t ;µt, ν2

t )fN (yt; 0, eh
(j)
t )
× fN (h

(j)
t ; µ̃t, ν

2
t )

fN (h∗t ; µ̃t, ν
2
t )

)

4. New state:

h
(j+1)
t =

{
h∗t w. p. α

h
(j)
t w. p. 1− α

ACF for both schemes
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Sampling hn - normal approximation and FFBS

Let y∗t = log y2
t and εt = log ε2

t .

The SV-AR(1) is a DLM with nonnormal observational errors, i.e.

y∗t = ht + εt

ht = µ+ φht−1 + τηt

where ηt ∼ N(0, 1).

The distribution of εt is logχ2
1, where

E(εt) = −1.27

V (εt) =
π2

2
= 4.935

Normal approximation

Let εt be approximated by N(α, σ2), zt = y∗t −α, α = −1.27 and σ2 = π2/2.

Then

zt = ht + σvt

ht = µ+ φht−1 + τηt

is a simple DLM where vt and ηt are N(0, 1).

Sampling from

p(hn|θ, τ2, σ2, zn)

can be performed by the FFBS algorithm.

logχ2
1 and N(−1.27, π2/2)



3.3. SV MODEL 81

−20 −15 −10 −5 0 5 10

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

x

de
ns

ity

log chi^2_1
normal

ACF for the three schemes
RANDOM WALK

lag

A
C

F

0 5 10 15 20 25 30 35

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

INDEPENDENT

lag

A
C

F

0 5 10 15 20 25 30 35

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

NORMAL

lag

A
C

F

0 5 10 15 20 25 30 35

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Sampling hn - mixtures of normals and FFBS
The logχ2

1 distribution can be approximated by
7∑
i=1

πiN(µi, ω2
i )

where
i πi µi ω2

i

1 0.00730 -11.40039 5.79596
2 0.10556 -5.24321 2.61369
3 0.00002 -9.83726 5.17950
4 0.04395 1.50746 0.16735
5 0.34001 -0.65098 0.64009
6 0.24566 0.52478 0.34023
7 0.25750 -2.35859 1.26261
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logχ2
1 and

∑7
i=1 πiN(µi, ω2

i )
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Mixture of normals
Using an argument from the Bayesian analysis of mixture of normal, let

z1, . . . , zn be unobservable (latent) indicator variables such that zt ∈ {1, . . . , 7}
and Pr(zt = i) = πi, for i = 1, . . . , 7.

Therefore, conditional on the z’s, yt is transformed into log y2
t ,

log y2
t = ht + log ε2

t

ht = µ+ φht−1 + τηηt

which can be rewritten as a normal DLM:

log y2
t = ht + vt vt ∼ N(µzt , ω

2
zt)

ht = µ+ φht−1 + wt wt ∼ N(0, τ2
η )

where µzt and ω2
zt are provided in the previous table.

Then hn is jointly sampled by using the the FFBS algorithm.

ACF for the four schemes
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Chapter 4

Bayesian VAR

4.1 VAR

VAR at a glance
Del Negro and Schorfheide (2011) says

“VARs appear to be straightforward multivariate generalizations of univari-
ate autoregressive models. They turn out to be one of the key empirical tools in
modern macroeconomics.

Sims (1980) proposed that VARs should replace large-scale macroeconometric
models inherited from the 1960s, because the latter imposed incredible restric-
tions, which were largely inconsistent with the notion that economic agents take
the effect of todays choices on tomorrows utility into account.

VARs have been used for macroeconomic forecasting and policy analysis to
investigate the sources of business-cycle fluctuations and to provide a benchmark
against which modern dynamic macroeconomic theories can be evaluated.”

4.1.1 Model set up

Model set up
Let yt = (yt1, . . . , ytq)′ contain q (macroeconomic) time series observed at

time t.

The (basic) VAR(p) can be written as

yt = B1yt−1 + . . .+Bpyt−p + ut

where
ut ∼ i.i.d. N(0,Σ)

85
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and

• B1, . . . , Bp are (q × q) autoregressive matrices

• Σ is an (q × q) variance-covariance matrix

Multivariate regression
More compactly,

yt = Bxt + ut ut ∼ N(0,Σ),

where

• B = (B1, . . . , Bp) is the (q × qp) autoregressive matrix,

• xt = (y′t−1, . . . , y
′
t−p)

′ is qp-dimensional.

Matrix normal
Let

• Y = (y1, . . . , yn)′ is n× q,

• X = (x1, . . . , xn)′ is n× qp,

• U = (y1, . . . , un)′ is n× q.

Then
Y = XB′ + U U ∼ N(0, In,Σ).

Multivariate normal
Let yi = (y1i, . . . , yni)′ be the n-dimensional vector with the observations

for time series i, for i = 1, . . . , q.

Let y = vec(Y ) = (y′1, y
′
2, . . . , y

′
q)
′.

Similarly, β = vec(B′) and u = vec(U).

Then
y = (Iq ⊗X)β + u u ∼ N(0,Σ⊗ In).
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4.1.2 Forecasting

h-step ahead forecast0BBBBB@
yt
yt−1

yt−2

...
yt−p+1

1CCCCCA =

0BBBBB@
B1 B2 · · · Bp−1 Bp
Iq 0 · · · 0 0
0 Iq · · · 0 0
...

...
. . .

...
...

0 0 · · · Iq 0

1CCCCCA

0BBBBB@
yt−1

yt−2

yt−3

...
yt−p

1CCCCCA+

0BBBBB@
ut
ut−1

ut−2

...
ut−p+1

1CCCCCA
or

y∗t = Ay∗t−1 + u∗t .

Therefore, the h-step ahead forecast is

yt(h) =

Z
F (A, y∗t , h)p(B,Σ|data)d(B,Σ),

where the forecast function
F (A, y∗t , h) = Ahy∗t

is a highly nonlinear function of B1, . . . , Bp.

4.1.3 Stationarity

Stationarity
A VAR(p) is covariance-stationary if all values of z satisfying

|Iq −B1z −B2z
2 − · · · −Bpzp| = 0

lie outside the unit circle.

This is equivalent to all eigenvalues of A lying inside the unit circle.

4.1.4 VMA

Vector MA(∞) representation
If all eigenvalues of A lie inside the unit circle, then

yt =
∞∑
i=0

Ψiut−i,

with

Ψ0 = Iq

Ψs = B1Ψs−1 +B2Ψs−2 + · · ·+BpΨs−p for s = 1, 2, . . .
Ψs = 0 for s < 0
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4.1.5 VD

Variance Decomposition
The mean square error (MSE) of the h-step ahead forecast is

Σ + Ψ1ΣΨ′1 + · · ·+ Ψh−1ΣΨ′h−1.

The error ut ∼ N(0,Σ) can be orthogonalized by

εt = A−1ut ∼ N(0, D)

where Σ = ADA′ and D is diagonal (for instance, via singular value decompo-
sition or Cholesky decomposition).

The MSE of the h-step ahead forecast can be rewritten as The conbribution
of the jth orthogonalized innovation to the MSE is

dj(aja′j + Ψ1aja
′
jΨ
′
1 + · · ·+ Ψh−1aja

′
jΨ
′
h−1)

4.1.6 IRF

Impulse-response function
The matrix Ψs has the interpretation

∂yt+s
∂u′s

= Ψs,

that is, the (i, j) element of Ψs identifies the consequences of a one-unit increase
in the innovation of variable j at time t for the value of variable i at time t+ s,
holding all other innovations at all dates constant.

A plot of the (i, j) element of Ψs,

∂yt+s,i
∂us,i

,

as a function of s is called the impulse-response function.

Similar to the forecast function, the impulse-response function is also highly
nonlinear on B1, . . . , Bq.
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4.1.7 Examples

Simulated example1

Simulating 1000 observations from a trivariate VAR(2)

µ =

2
1
0

 B1 =

0.7 0.1 0.0
0.0 0.4 0.1
0.9 0.0 0.8

 B2 =

−0.2 0.0 0.0
0.0 0.1 0.1
0.0 0.0 0.0


and

Σ =

0.26 0.03 0.00
0.03 0.09 0.00
0.00 0.00 0.81

 .

Posterior summaries based on 1000 draws.

p(µ|data)
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1Based on Lütkepohl’s (2007) Problem 2.3 and using Sims’ code (later slides).
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Real data example2

Monthly real stock returns, real interest rates, real industrial production
growth and the inflation rate (1947.1 – 1987.12)

Posterior means

2Section 11.5 of Zivot and Wang (2003).
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E(µ|data) =
(
0.0074 0.0002 0.0010 0.0019

)′

E(B1|data) =


0.24 0.81 −1.50 0.00
0.00 0.88 −0.71 0.00
0.01 0.06 0.46 −0.01
0.03 0.38 −0.07 0.35



E(B2|data) =


−0.05 −0.35 −0.06 −0.19

0.00 0.04 0.01 0.00
−0.01 −0.59 0.25 0.02

0.04 −0.33 −0.04 0.09



Impulse-response functions

Variance decomposition
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4.1.8 Minnesota prior

Prior shrinkage
Recall that β = vec(B′).

Let βi be column i of B′: B′ = (β1, . . . , βq).

Therefore,
β = (β′1, . . . , β

′
q)
′

with βi a vector of dimension qp corresponding to all autoregressive coefficients
from equation i.

Example: q = 3, p = 2

B =

 b1,11 b1,12 b1,13 b2,11 b2,12 b2,13

b1,21 b1,22 b1,23 b2,21 b2,22 b2,23

b1,31 b1,32 b1,33 b2,31 b2,32 b2,33

 =

 β′1
β′2
β′3



Minnesota prior
Litterman’s (1980,1986) Minnesota prior advocates that

βi ∼ N(βi0, Vi0)

with Vi0 chosen to “center” the individual equations around the random walk
with drift:

yti = µi + yt−1,i + uti.



94 CHAPTER 4. BAYESIAN VAR

This amounts to:

• Shrinking the diagonal elements of B1 toward one,

• Shrinking the remaining coefficients of B1, . . . , Bp toward zero,

In addition:

• Shrinking the number of lags p towards one,

• Own lags should explain more of the variation than the lags of other
variables in the equation.

Specifying Vi0
Vi0 is diagonal with elements

θ2λ2

k2
× σ2

i

σ2
j

for coefficients on lags of variable j 6= i, and

λ2

k2

for coefficients on own lags.

The error matrix Σ is assumed to be diagonal, fixed and known

Σ = diag(σ2
1 , . . . , σ

2
q ).

4.1.9 Other priors

Other priors on (β,Σ)
Kadiyala and Karlsson (1993,1997) extend the Minnesota prior:

• Normal-Wishart prior

N(β0,Σ⊗ Ω)IW (Σ0, α)

• Jeffreys’ prior
p(β,Σ) ∝ |Σ|−(q+1)/2

• Normal-Diffuse prior

β ∼ N(β0, V0) p(Σ) ∝ |Σ|−(q+1)/2

• Extended Natural Conjugate (ENC) prior
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Kadiyala and Karlsson (1993) use MC integration. Kadiyala and Karlsson
(1997) use Gibbs sampler.

4.1.10 Example

Example
Kadiyala and Karlsson (1997) revisited Litterman (1986):

• Annual growth rates of real GNP (RGNPG),

• Annual inflation rates (INFLA),

• Unemployment rate (UNEMP)

• Logarithm of nominal money supply (M1)

• Logarithm of gross private domestic investment (INVEST),

• Interest rate on four- to six-month commercial paper (CPRATE)

• Change in business inventories (CBI).

Quarterly data from 1948:1 to 1981:1 (133 observations).

Out-of-sample forecast: 1980:2 to 1986:4

q = 7, p = 6 ⇒ 7 + 6(72) = 301 parameters.
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Time series

Root mean square error

They argue that

. . . our preferred choice is the Normal-Wishart when the prior beliefs
are of the Litterman type.

and

For more general prior beliefs . . . the Normal-Diffuse and EN priors
are strong alternatives to the Normal-Wishart.

4.1.11 Structural VAR

Structural VAR
Rubio-Ramı́rez, Waggoner and Zha (2010) say that
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“Since the seminal work by Sims (1980), identification of structural
vector autoregressions (SVARs) has been an unresolved theoretical
issue.

Filling this theoretical gap is of vital importance because impulse
responses based on SVARs have been widely used for policy analysis
and to provide stylized facts for dynamic stochastic general equilib-
rium (DSGE) models.”

Example
Let

• Pc,t is the price index of commodities.

• Yt is output.

• Rt is the nominal short-term interest rate.

Trivariate SVAR(1) representation:
a11∆ log Pc,t + 0.0 log Yt + a31Rt = c1 + b11∆ log Pc,t−1 + b21∆ log Yt−1 + b31Rt−1 + ε1,t

a12∆ log Pc,t + a22 log Yt + 0.0Rt = c2 + b12∆ log Pc,t−1 + b22∆ log Yt−1 + b32Rt−1 + ε2,t

a13∆ log Pc,t + a23 log Yt + a33Rt = c3 + b13∆ log Pc,t−1 + b23∆ log Yt−1 + b33Rt−1 + ε3,t

1st eq. monetary policy equation. 2nd eq. characterizes behaviour of
finished-goods producers. 3rd eq. commodity prices are set in active com-
petitive markets.

Model set up
The (basic) SVAR(p) can be written as

A0yt = A1yt−1 + . . .+Apyt−p + ut ut ∼ i.i.d. N(0, Iq),

where

• A = (A1, . . . , Ap)

• Bi = A−1
0 Ai i = 1, . . . , p

• B = A−1
0 A

• Σ = (A0A
′
0)−1

Much of the SVAR literature involves exactly identified models.
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Exact identification
Define g such that g(A0, A) = (A−1

0 A, (A0A
′
0)−1).

Consider an SVAR with restrictions represented by R.

Definition: The SVAR is exactly identified if and only if, for almost any
reduced-form parameter point (B,Σ), there exists a unique structural parameter
point (A0, A) ∈ R such that g(A0, A) = (B,Σ).

Waggoner and Zha (2003) developed an efficient MCMC algorithm to gen-
erate draws from a restricted A0 matrix.

Illustration 1

A0 =

0BBBBB@
PS PS MP MD Inf

log Y a11 a12 0 a14 a15

logP 0 a22 0 a14 a25

R 0 0 a33 a34 a35

logM 0 0 a43 a44 a45

logPc 0 0 0 0 a15

1CCCCCA
where

• log Y : log gross domestic product (GDP)

• logP : log GDP deflator

• R: nominal short-term interest rate

• logM : log M3

• logPc: log commodity prices

and

• MP: monetary policy (central bank’s contemporaneous behavior)

• Inf: commodity (information) market

• MD: money demand equation

• PS: production sector

Illustration 2

A0 =

0BBBBBBB@

PCOM M2 R Y CPI U
Inform X X X X X X
MP 0 X X 0 0 0
MD 0 X X X X 0
Prod 0 0 0 X 0 0
Prod 0 0 0 X X 0
Prod 0 0 0 X X X

1CCCCCCCA
where

• PCOM: Price index for industrial commodities

• M2: Real money

• R: Federal funds rate (R)

• Y: real GDP interpolated to monthly frequency
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• CPI: Consumer price index (CPI)

• U: Unemployment rate (U)

• Inform: Information market

• MP: Monetary policy rule

• MD: Money demand

• Prod: Production sector of the economy

Monetary Policy Shock

4.2 VAR-GARCH

VAR-GARCH
Pelloni and Polasek (2003) introduce the VAR model with GARCH errors

as

yt =
p∑
i=1

Biyt−i + ut

where
ut ∼ N(0,Σt)

and

vech(Σt) = α0 +
r∑
i=1

Aivech(Σt−i) +
s∑
i=1

Θivech(ut−iu′t−i)
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Example
German, U.S., and U.K. quarterly data sets over the period 1968-1998. Vari-

ables are logs of aggregate employment and of the employment shares of the
manufacturing, finance, trade, and construction sectors for U.S. and U.K.

4.3 VAR-SV

VAR-SV
Uhlig (1997) introduced stochastic volatility (SV) for the error term in

BVARs:

yt =
p∑
i=1

Biyt−i + ut,

where
ut ∼ N(0,Σt) and Σ−1

t = LtL
′
t,

and dynamics

Σ−1
t+1 =

LtΘtL
′
t

λ

Θt ∼ Bq

(
ν + pq

2
,

1
2

)
.

4.4 TVP-VAR-SV

TVP-VAR-SV
Primiceri (2005) discusses VARs with time varying coefficients and stochastic

volatility

yt =
p∑
i=1

Bityt−i + ut ut ∼ N(0,Σt)
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with
Σt = (At)−1Dt(A′t)

−1,

and

At =


1 0 · · · 0

α21,t 1 · · · 0
...

. . . . . .
...

αq1,t · · · αq,q−1,t 1

 Dt =


σ2

1,t 0 · · · 0
0 σ2

2,t · · · 0
...

. . . . . .
...

0 · · · 0 σ2
q,t

 .

Dynamics
VAR coefficients:

Bt = Bt−1 + νt νt ∼ N(0, Q)

Cholesky coefficients:

αt = αt−1 + ξt ξt ∼ N(0, S)

Stochastic volatility:

log σt = log σt−1 + ηt ηt ∼ N(0,W )
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See Nakajima, Kasuya and Watanabe (2011) for an application to the Japanese
economy.

4.5 Dimensionality

Curse of dimensionality
VAR(1) case3

Small: q = 3 ⇒ 15 parameters

Medium: q = 20 ⇒ 610 parameters

Large: q = 131 ⇒ 25,807 parameters
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Chapter 5

BVAR Extensions

5.1 Variable selection

Why variable selection in VAR?
VAR flexibility ⇒ over-parameterization ⇒ poor forecasts.

First solution: Minnesota prior of Doan et al. (1984).

Additional (more recent) solutions:

• Factor models (Stock and Watson, 2006)

• Variable selection priors (George et al., 2008)

• Steady-state priors (Villani, 2009)

• Bayesian model averaging (Garratt et al., 2009)

• Combination forecasts (Clark and McCracken, 2010)

Stochastic search
According to Korobilis (2011) “stochastic search”

. . . simply means that if the model space is too large to assess in a
deterministic manner (i.e. enumerate and estimate all possible mod-
els, and decide on the best one using some goodness-of-fit measure),
the algorithm will visit only the most probable models in a stochastic
manner.

105



106 CHAPTER 5. BVAR EXTENSIONS

5.1.1 ON/OFF switch

ON/OFF switch
Recall the basic VAR(p) model

yt = B1yt−1 + . . .+Bpyt−p + ut

where ut ∼ i.i.d. N(0,Σ) and B = (B1, . . . , Bp).

Bayesian variable selection idea

Bij =
{
Bij = 0 γij = 0
Bij 6= 0 γij = 1

Constrained VAR
The VAR(p) model can be rewritten as a SUR model as

yt = ztβ + ut

where zt = Iq ⊗ (y′t−1, . . . , y
′
t−p) is (q × s), β = vec(B) is (s× 1) and s = q2p.

Including the variable selection indicators:

yt = ztΓβ + ut

where Γ = diag(γ11, . . . , γ1,pq, . . . , γq1, . . . , γq,pq).

2s VAR models ⇒ variable selection = model selection.

Prior specification
VAR coefficients

β ∼ N(β0, V0)

VAR error variance
p(Σ) ∝ |Σ|(q+1)/2

Variable selection indicators

γj |γ−j ∼ Bernoulli(π0j)
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Full conditional of β
Let z̃t = ztΓ. Then,

p(β|Σ, γ, y) ∝ exp
{
−0.5

[
β′(V0 +A1)−1β − 2β′(V −1

0 β0 +A2)
]}

where

A1 =
T∑
t=1

z̃′tΣ
−1z̃t and A2 =

T∑
t=1

z̃′tΣ
−1yt.

Therefore,

β|Σ, γ, y ∼ N(β1, V1)

where

β1 = V1(V −1
0 β0 +A2) and V −1

1 = V −1
0 +A1

Full conditional of Σ

p(Σ|β, y) ∝ |Σ|
q+T+1

2 exp

{
−0.5

T∑
t=1

(yt − ztβ)′Σ−1(yt − ztβ)

}
or

Σ|β, y ∼ IW (T, S)

where

S =
T∑
t=1

(yt − ztβ)(yt − ztβ)′

Full conditional of γ
It is easy to see that

p(γj = 1|γ−j , β,Σ, y) ∝ p(y|θj ,Σ, γ−j , γj = 1)π0j = Aj

and

p(γj = 0|γ−j , β,Σ, y) ∝ p(y|θj ,Σ, γ−j , γj = 1)(1− π0j) = Bj

Therefore

(γj |γ−j , β,Σ, y) ∼ Bernoulli
(

Aj
Aj +Bj

)
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5.1.2 SSVS

SSVS
Jochmann et al. (2011) adapts George and McCulloch’s (1993, 1997) stochas-

tic search variable selection (SSVS) method to BVAR with structural breaks.

The spike-slab prior for γj is given by

βj |γj ∼ (1− γj)N(0, κ2
0j) + γjN(0, κ2

1j).

SSVS aspect of the prior small κ2
0j (coefficient is virtually zero) large κ2

1j

(relatively non-informative prior).

Indicator variable
γi ∼ Bernoulli(qj)

Default semi-automatic approach
George et al. (2008) suggests

κ0j = c0

√
v̂ar(βj)

κ1j = c1

√
v̂ar(βj),

where c0 << c1.

v̂ar(βj) is an estimate of the variance of the coefficient in an unrestricted VAR
(e.g., the ordinary least squares quantity or an estimate based on a preliminary
MCMC run of the VAR using a non-informative prior). Jochmann et al. (2011)
set c0 = 0.1 and c1 = 10.

George (2000) reviews the variable selection problem.

Prior on Σ
Let Ψ be the lower-triangular Cholesky root of Σ−1, i.e.

Σ−1 = ΨΨ′.

Diagonal components
ψ2
jj ∼ G(aj , bj)
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Off-diagonal components

ψij ∼ (1− ωij)N(0, κ2
0ij) + ωijN(0, κ2

1ij)
ωij ∼ Bernoulli(qij)

Substantial progress has been made on Bayesian modeling by imposing re-
strictions on the Σ matrix (Pourahmadi, 1999, Sims and Zha, 1998, Smith and
Kohn, 2002, Waggoner and Zha, 2003, Lopes, McCulloch and Tsay, 2012, Lopes
and Polson, 2012).

5.2 Factor analysis

Bayesian factor analysis (BFA)1

• Pre-MCMC era

– Press (1972)

– Martin and McDonald (1975)

– Bartholomew (1981, 1987)

– Press and Shigemasu (1989)

• MCMC era

– Geweke and Zhou (1996)

– Aguilar and West (2000)

– Lopes (2000)

– Lopes and West (2004)

– West (2003)

– Lopes and Carvalho (2007)

– Lopes, Salazar and Gamerman (2008)

5.2.1 Basic model

Basic model
For any specified positive integer k ≤ m, the standard k−factor model relates

each yt to an underlying k−vector of random variables ft, the common factors,
via

yt|ft ∼ N(βft,Σ)
ft ∼ N(0, Ik)

where Σ = diag(σ2
1 , · · · , σ2

m). Therefore,

1Lopes (2003) Factor models. ISBA Bulletin, 10(2), 7-10.
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• var(yit|f) = σ2
i ,

• cov(yit, yjt|f) = 0,

• V (yt|β,Σ) = Ω = ββ′ + Σ

• var(yit) =
∑k
l=1 β

2
il + σ2

i ,

• cov(yit, yjt) =
∑k
l=1 βilβjl.

Common factors explain all the dependence structure among the m vari-
ables.

Invariance
The model is invariant under transformations of the form β∗ = βP ′ and

f∗t = Pft, where P is any orthogonal k × k matrix.
Classical approach: β′Σ−1β = I.
Our approach: β is a block lower triangular.

β =



β11 0 0 · · · 0
β21 β22 0 · · · 0
β31 β32 β33 · · · 0

...
...

...
. . .

...
βk1 βk2 βk3 · · · βkk
βk+1,1 βk+1,2 βk+1,3 · · · βk+1,k

...
...

...
...

...
βm1 βm2 βm3 · · · βmk


This form provides both identification and, often, useful interpretation of

the factor model.

Number of parameters
The resulting factor form of Ω has

m(k + 1)− k(k − 1)/2

parameters, compared with the total

m(m+ 1)/2

in an unconstrained (or k = m) model, leading to the constraint that

m(m+ 1)/2−m(k + 1) + k(k − 1)/2 ≥ 0,

which provides an upper bound on k.
For example,

• m = 6 implies k ≤ 3,
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• m = 12 implies k ≤ 7,

• m = 20 implies k ≤ 14,

• m = 50 implies k ≤ 40,

Even for small m, the bound will often not matter as relevant k values will
not be so large.

Full-rank loading matrix
Geweke and Singleton (1980) show that, if β has rank r < k there exists a

matrix Q such that βQ = 0 and Q′Q = I and, for any orthogonal matrix M,

ββ′ + Σ = (β +MQ′)′(β +MQ′) + (Σ−MM ′)

This translation invariance of Ω under the factor model implies lack of iden-
tification and, in application, induces symmetries and potential multimodalities
in resulting likelihood functions.

This issue relates intimately to the question of uncertainty of the number of
factors.

Ordering of the variables
Alternative orderings are trivially produced via Ayt for some rotation matrix

A.

The new rotation has the same latent factors but transformed loadings ma-
trix Aβ.

Ayt = Aβf + εt

This new loadings matrix does not have the lower triangular structure.

However, we can always find an orthonormal matrix P such that AβP ′ is
lower triangular, and so simply recover the factor model with the same proba-
bility structure for the underlying latent factors Pft (Lopes and West, 2004).

The order of the variables in yt is irrelevant assuming that k is properly
chosen.

Prior specification
Loading matrix:

βij ∼ N(0, C0) when i 6= j,

βii ∼ N(0, C0)1(βii > 0) when i = 1, . . . , k

Idiosyncratic variances

σ2
i ∼ IG(ν/2, νs2/2)
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where s2 is the prior mode of each σ2
i and ν the prior degrees of freedom hyper-

parameter.

We eschew the use of standard improper reference priors p(σ2
i ) ∝ 1/σ2

i , since
such priors lead to the Bayesian analogue of the so-called Heywood problem
(Martin and McDonald, 1975, and Ihara and Kano, 1995).

Full conditional distributions
Factor scores

ft ∼ N(Vfβ
′
Σ
−1
yt, Vf )

where Vf = (Ik + β′Σ−1β)−1.
Idiosyncrasies

σ
2
i ∼ IG((ν + T )/2, (νs

2
+ di)/2)

where di = (yi − fβ′i)
′(yi − fβ′i).

First k rows of β
βi ∼ N(Mi, Ci)1(βii > 0)

where

Mi = Ci
“
C
−1
0 µ01i + σ

−2
i f

′
iyi

”
C
−1
i = C

−1
0 Ii + σ

−2
i f

′
ifi.

Last m− k rows of β
βi ∼ N(Mi, Ci)

where

Mi = Ci
“
C
−1
0 µ01k + σ

−2
i f

′
yi

”
C
−1
i = C

−1
0 Ik + σ

−2
i f

′
f.

Simulation exercise
T = 500, p = 5 and k = 2.

β =


0.99 0.00
0.00 0.99
0.90 0.00
0.00 0.90
0.50 0.50

 Σ = diag


0.01
0.05
0.10
0.15
0.20


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Factor loadings

Idiosyncratic variances

Common factors
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Exchange rates2

• Monthly international exchange rates.

• The data span the period from 1/1975 to 12/1986.

• Time series are the exchange rates in British pounds of

– US dollar (US)

– Canadian dollar (CAN)

– Japanese yen (JAP)

– French franc (FRA)

– Italian lira (ITA)

– (West) German (Deutsch)mark (GER)

Data
Standardized first differences of monthly log exchange rates

2Lopes and West (2004)
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Posterior means
1st ordering

E(β|y) =

0BBBBBB@
US 0.99 0.00
CAN 0.95 0.05
JAP 0.46 0.42
FRA 0.39 0.91
ITA 0.41 0.77
GER 0.40 0.77

1CCCCCCA E(Σ|y) = diag

0BBBBBB@
0.05
0.13
0.62
0.04
0.25
0.28

1CCCCCCA
2nd ordering

E(β|y) =

0BBBBBB@
US 0.98 0.00
JAP 0.45 0.42
CAN 0.95 0.03
FRA 0.39 0.91
ITA 0.41 0.77
GER 0.40 0.77

1CCCCCCA E(Σ|y) = diag

0BBBBBB@
0.06
0.62
0.12
0.04
0.25
0.26

1CCCCCCA

Common factors
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5.2.2 PBFA

Parsimonious BFA3

Frühwirth-Schnatter and Lopes (2009) revisited LW2004. We...

• Lay down a new and general set of identifiability conditions that handles
the ordering problem present in most of the current literature,

• Introduce a new strategy for searching the space of parsimonious/sparse
factor loading matrices,

• Designed a highly computationally efficient MCMC scheme for posterior
inference which makes several improvements over the existing alternatives,

for the important class of Gaussian factor models.

Identification issues

• Block lower triangular Generalized lower triangular alternative

• Rank deficiency If β is rank-deficient, then ∃Q such that

ββ′ = (β +MQ′)(β +MQ′)′ + (Σ−MM ′).

for some orthogonal M with βQ = 0 and Q′Q = I. We use this “defi-
ciency” in our model search strategy.

Generalized lower triangular

β11 0 0 0
β21 β22 0 0
β31 β32 β33 0
β41 β42 β43 β44

β51 β52 β53 β54

β61 β62 β63 β64

β71 β72 β73 β74


=⇒



β11 0 0 0
β21 0 0 0
β31 β32 0 0
β41 β42 0 0
β51 β52 0 0
β61 β62 0 β64

β71 β72 0 β74



Birth/death of loadings Birht/death of columns.

3Frühwirth-Schnatter and Lopes (2009) Parsimonious Bayesian factor analysis when num-
ber of factors is unknown. Journal of Econometrics.
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Other contributions

• Our approach provides a principled way for inference on the number of
factors, as opposed to previous work (Carvalho et al., 2008; Bhattacharya
and Dunson, 2009).

• Our prior specification on Σ properly addresses Heywood problems

• Our fractional-like prior on β is more robust than the existing ones (Lopes
and West, 2004, Ghosh and Dunson, 2009)

• Efficient (and correct) parameter expansion where the prior is unchanged
(as opposed to GD2009).

The British Cohort Study4

A survey of all babies born (alive or dead) after the 24th week of gestation
from 00.01 hours on Sunday, 5th April to 24.00 hours on Saturday, 11 April,
1970 in England, Scotland, Wales and Northern Ireland.

Follow-ups (so far): 1975, 1980, 1986, 1996, 2000, 2004, 2008.

Background characteristics:

• Cognitive, mental, physical health measurements (age 10)

• Education and adult outcomes (age 30)

Sample size: 5,105 women and 5,420 men.

Graphical model

2nd factor

3rd factor

4Conti, Heckman, Frühwirth-Schnatter, Lopes and Piatek (2011) Constructing economi-
cally justified aggregates: an application to the early origins of health. Journal of Economet-
rics.
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5.2.3 FSV

Factor stochastic volatility
Factor structure: yt follows k-order factor stochastic volatility model5 when

yt|ft ∼ N(βft,Σt)
ft ∼ N(0, Ht)

5Pitt and Shephard (1999).
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and

Σt = diag(σ2
1t, . . . , σ

2
pt)

Ht = diag(σ2
p+1,t, . . . , σ

2
p+k,t).

Dynamic evolution: Let ηit = log(σ2
it) and λit = log(σ2

it). Then,

ηit ∼ N(αi + γiηi,t−1, ξ
2
i )

λjt ∼ N(µj + φjλj,t−1, τ
2
j ).

Correlated factor volatilities
Aguilar and West (2000) introduce contemporaneous covariation in the com-

mon factor log-volatilities.

Let
λt = (σ2

p+1,t, . . . , σ
2
p+k,t)

′,

µ = (µ1, . . . , µk)

and
Φ = diag(φ1, . . . , φk).

Then
λt ∼ N(α+ φλt−1, U)

where U is a full covariance matrix.
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Time-varying loadings
Lopes and Carvalho (2007) introduce time-varying loadings, βt.

The d = pk − k(k − 1)/2 unconstrained elements of βt, namely

β21,t, β31,t, . . . , βp,k,t,

are modeled by simple first order autoregressive models, ie.

βijt ∼ N(ζij + Θijβij,t−1, ω
2
ij)

for i = 2, . . . , p and j = 1, . . . ,min(i− 1, k).

Daily exchange rate
Returns on weekday closing spot prices for six currencies relative to the US

dollar.

The data span the period from 1/1/1992 to 10/31/1995 inclusive.

• German Mark(DEM)

• British Pound(GBP)

• Japanese Yen(JPY)

• French Franc(FRF)

• Canadian Dollar(CAD)

• Spanish Peseta(ESP)

A k = 3 factor stochastic volatility model with time-varying loadings was
implemented with relatively vague priors for all model parameters.

Factor loadings
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5.2.4 SDFM

Spatial dynamic factor models
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Lopes, Salazar and Gamerman (2008) introduces the following spatio-temporal
model for measurements on m spatial locations and over T time periods.

Factor structure:

yt ∼ N(βft,Σ)

Dynamic factors:

ft ∼ N(Γft−1,Γ)

Spatial covariation:

βj ∼ GP (µj , τ2
j Rφj )

where β = (β1, . . . , βk) and Rφj spatial correlation matrix.

SO2 in the US
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5.3 Forecasting with large q

Forecasting with large BVAR
Carriero et al. (2009) forecasts q = 33 exchange rates, vis-a-vis the US

dollar, with a Bayesian VAR model.

They find that the BVAR can lead to gains in forecast accuracy for the large
majority of the exchange rates under analysis.

The forecast gains are typically in the range of 2%-3%, but in some relevant
cases, such as the Euro-Dollar and the GBP-Dollar, they can reach 6%-9%.

A simple trading strategy based on the BVAR forecasts provides positive
returns which are higher than those from RW forecasts.
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In the post-2000 period the information in the exchange rates of emerging
countries seems to matter for forecasting those of the developed countries more
than the reverse.

5.4 Forecasting with many predictors

Forecasting in VAR with many predictors
Korobilis (2008) addresses the issue of improving the forecasting performance

of VARs when the set of available predictors is inconveniently large to handle
with methods and diagnostics used in traditional small-scale models.

Assume we have available observations xt = (xt1, . . . , xtr)′ on some macroe-
conomic quantities, where r is large (in the order of hundreds).

Factor analysis
A popular and simple method to incorporate into an econometric model all

the information inherent in a large set of variables, is to reduce their dimension
into a lower-dimensional vector of k << n latent factors and insert these in the
VAR model as explanatory variables:

(yt|yt−1:t−p,Θ) ∼ N

(
p∑
i=1

Biyt−i +
s∑
i=0

Aift−i,Σ

)
(xt|ft,Θ) ∼ N(βft,Ω),

where Θ = (B1, . . . , Bp, A0, . . . , As,Σ, β,Ω).

This model is closely related o the factor augmented VAR (FAVAR) of
Bernanke et al. (2005).

Data
Korobilis (2008) uses the Stock and Watson (2005) data set, with q = 132

US variables (JAN60-DEC03).

real output and income employment and hours real retail, manufacturing, and

trade sales consumption housing starts and sales real inventories orders stock prices

exchange rates interest rates and spreads money and credit quantity aggregates price

indexes average hourly earnings miscellaneous

RMSFE
An appropriate common way to quantify out-of-sample forecasting perfor-

mance is to compute the root mean square forecast error (RMSFE) statistic for
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each forecast horizon h:

RMSFEhij =

√√√√2003:12−h∑
t=1982:12

(y∗i,t+h − ỹi,t+h,j)2

where y∗i,t+h is the realized (observed) value of y at time t+h for the i-th series,
and ỹi,t+h,j is the mean of the posterior predictive density at time t+h, for the
i-th series, from the j-th forecasting model.

Relative RMFSE

5.5 Large BVAR & BFAVAR

Large BVAR & BFAVAR
Bańbura et al. (2010)show that VAR with Bayesian shrinkage is an appro-

priate tool for large dynamic models.

When the degree of shrinkage is set in relation to the cross-sectional dimen-
sion, the forecasting performance of small monetary VARs can be improved by
adding additional macroeconomic variables and sectoral information.

Large VARs with shrinkage produce credible impulse responses and are suit-
able for structural analysis.
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Data sets
SMALL: Small monetary VAR with 3 variables.

CEE: Monetary model of Christiano et al. (1999), or SMALL + 4 variables.

MEDIUM: CEE + 13 variables.

LARGE: All 131 macroeconomic indicators from Stock and Watson (2005).
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5.6 Large TVP-BVAR & BFAVAR

Large TVP-BVAR & BFAVAR
Koop and Korobilis (2012) develop methods for estimation and forecasting

in large time-varying parameter vector autoregressive models (TVP-VARs).

They use the SUR representation of the VAR(p) model with time-varying
parameters

yt = ztβt + ut ut ∼ N(0,Σ)
βt = βt−1 + vt vt ∼ N(0, Vt)

They use the old discount strategy of West and Harrison (1997) to avoid
MCMC altogether.

See Ahmadi and Uhlig (2009) for a fully Bayesian FAVAR alternative.

Review papers
Two recent review chapters in the same volume are
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