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NLSY Data

We revisit the NLSY data where y; is hourly wage (in logs)
received by individual i and x; is his/her years of schooling
completed, i.e. (for i=1,...,n)

yi = Bo + Bixi + €.

Competing models:
Gaussian model (Mp): ¢ ~ N(0,02)
Student’s t model (M1): € ~ t,(0,02?)

Prior distribution:

Blo? ~ N(0,02104)

02 ~ 1G(3,2.5)

v ~ G(1,25) (Geweke, 1993).

This prior specification allocates substantial prior probability on
values of v below 10 (fat-tails) as well as above 40 (normality).
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OLS regression
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Normal linear regression model

/= (1.178,0.091) and 62 = 0.267.
E(Bly,x) = (1.174,0.091) and E(o?|y, x) = 0.265.



Posterior inference

We run a MCMC algorithm with starting at the the OLS
estimates for 3, 1 and o2 and at v(©) = 1.

The chains were warmed-up for a My = 1000 iterations and
every 100-th of the following 100,000 draws were kept for
posterior summarization, producing a total of M = 1000 draws.
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Bivariate marginal posterior
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Normal versus Student’s t
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95% posterior credibility interval for v is (27,100).
33% is the prior probability for the same interval.



