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Model and Prior

The observed values, y;, of an AR(1) process with switching regime are generated by,
Yr =, + oy 1+e &~ N(0,0%)
where z; follows a standard homogeneous first order Markov chain with k states
Pz = jlzi—1 = 1) = wyj ,j=1,...,k

where P is the transition matrix, and 25:1 wi; =1, for all ¢ = 1,..., k. By defining o = (a1,..., ) and
wi = (wi1, ..., wj,)’, the parameters of the model are 0 = (¢/, ¢, 0%, wi,...,w}) and z = (z1,...,2,)".

The prior distribution for the components of 8 are
a ~ N(oglg, Volp)l(a € A)
¢ ~ N(¢o,Vs)
o? ~ IG(/2,v053/2)
w; ~ Dirichlet(wo;) fori=1,...,k,
where A ={a e RF:a; <ay < - <agl
Conditioning on the latent vector z and defining I; = {¢t: 2z, = j},for j=1,...,kandt=1,...,n, and

pn(alb, ¢) is the density of the univariate normal distribution with mean b and variance ¢ evaluated at a the
joint posterior distribution of (0, z) can be written as

(0, zly) o< ()7 (210)p(yl6, 2)

with both
k K
7(0ly,2) o« w(@)m(o®) [[ m(wp)n(zlw) [T | T1 m(ep)pn (vilay + dyir,0%)
Jj=1 Jj=1 [tel;
and
m(210,y) = w(zlw) [[ov(wilas + dyi-1,0%)

i=1

much more straightforward to sample from. Therefore, § and z can be easily and iteratively sampled within
a Gibbs sampler, as described next.



Full conditionals of o, ¢,0? and w

Conditionally on z = (21, ..., 2,)’, the full conditional distributions of «, ¢, 0% and w are relatively simple to

sample from. Let n;; = > 1 5 1(ze—1 =i, 2¢ = ), ny = (a1 nan) s v = 25:1 ni = S, 1(2 = i), and
Ij :{t:zt :]}, erj:L._.,k'

o Forj=1,...,k, i
[aj|¢’0272,y] ~ N(al, Va)l(aj c A])

where V! = 102 + VL ay = V(072 Dter, (Yt — Oy-1) + Vo law), and A; = {a; € R: a1 <
aj <oajpr}. Also, Ay ={ar € R:a1 <o} and Ap = {ar € R: a1 < oy}

o [0°|a, ¢, z,y] ~ IG(0.5(a +n),0.5(0+ D0, (ye — az, — dy—1)?))
i [¢|a7027 Zay] ~ N(d)la ‘Zﬁ)

where f/q:l = V¢:1 +o0 23y and ¢ = f/(z,(VJl(bo +o 23 (Y — ) Y1)
o [wilz] ~ D(woi +ns)

Full conditionals of z

Conditionally on 6 and y, and given the Markovian property of z,

p(z10,y) = p(zal0,y)p(2n—1]2n,0,y)p(2n—2|2n—1,0,y) - - - (21|22, 0,7)

n—1

= P(Zn|‘97 yn) H p(Zt|Zt+17 97 yt)

t=1

Therefore, in order to obtain a sample, say z*, from p(z|0,y) one could cycle through the following
Backward Sampling scheme:

Sample z; from p(z,|0, yn),
Sample Z:L—l fI'OHl p(zn—l ‘Z;km 07 yn—1)7

Sample 2272 from p(znfﬂz:ﬁzflv 01 yn72)a

Sample 23 from p(z2|23,0,y2), and
Sample 27 from p(z1|23,0,41).

The crucial question that remains is For a given time t, how to sample from p(z¢|zi+1,6,y) ¢ Let p(z0|0) be
the initial probabilities of z prior to observing any y;. After ¢ observations are collected and given p(z:|0, y:),
both p(z:41]6,v:) and p(z¢41]0, y++1) can be obtained as

k
p(ze4110,y¢) = Zp(thrl |2¢, 0)p(2t|0, ye)

i=1



and

p(zer1l0,yi01) = ep(yerrlzers, O)p(ze4110, ye)
P(Yir1lze41,0)p(2e4110,yt)
22:1 p(Ye+11¢, 0)p(C10, y¢)

Therefore, p(z¢|0,y:), for t = 1,...,n can be easily obtained by cycling through the above forward filtering
algorithm. Additionally,

P(zelzer1,0,y) = p(2elzir, 0,y0) = ep(ze1|2e, 0, ye)p(2:)0, y:)
= cp(zt41l2t, 0)p(2e]0, yr)
p(zey1l2e, 0)p(2e]0, yr)
>ty Pz 0)p(Cl6, ve)

Since p(z:|0, y:) was obtained by implementing the forward filtering just described and p(z¢41|2¢, 6) is the
transition equation from the homogeneous first order Markovian process, z,_1, 2n=2,.-.,22 and z; can be
sampled by the backward sampling we introduced at the beginning of this Section. The combination of these
two steps generates the celebrated Forward-Filtering, Backward-Sampling algorithm.

Mixture of normal distributions
It is worth noting that the case particular case where
P(zt:j|zt—1:i):wj Z?.]Zlaak

corresponds to the AR(1) with mixture of normal errors,

k
Yt = QY1 + ijN(ajv o?)
j=1



